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I

Preface

The foremost and official purpose of this PhD thesis is to present novel

scientific insights that have resulted from the projects carried out in

the course of my four year engagement as a PhD student in Johan

Chang’s Laboratory for Quantum Matter Research (LQMR). The major

results I have contributed to have already been communicated and

published in peer-reviewed journals [1–6]. Therefore, large portions of

this text naturally constitute repetitions of already available material.

The format of a thesis, however, allows me to present said material

in a more consistent and more complete manner than what would be

possible within the boundary conditions that necessarily accompany

academic publications.

Over the past four years, I have learned a lot from all kinds of

different people, textbooks and scientific papers. Especially the early

stages as a PhD student involve the intake of large amounts of new

information. I have found that some of the most useful resources for

me during that time were other people’s PhD theses, because they

contain explanations and overviews of the state-of-the-art in the field,

written from a viewpoint not too far from my own. Now that my time

has come to write up a thesis, I hope that this document can serve as

a useful starting and reference point for people who are entering this

exciting yet perhaps intimidatingly large and quickly developing field.



II

Thesis summary

The thesis opens with an introductory chapter that talks about the larger

picture and motivations behind the concrete and very specific research

results that are presented in the later chapters. In the following three

chapters, we then zoom into the research landscape and lay down the

core concepts necessary for the understanding of the results. Chapter 2

revolves around technical and engineering aspects of angle-resolved

photoemission spectroscopy (ARPES), the experimental technique

primarily employed by me during my PhD studies. A focus is put on

explaining the foundations that underly some of the selection rules and

enhancement effects that can be made use of by the experimenter to

obtain additional information. Chapter 3 first takes a step back and

reviews some broadly applied concepts in condensed matter physics,

such as the foundations for density functional theory calculations,

before honing in on the theoretical core underlying ARPES: the spectral

function and its description of correlated matter in terms of the self-

energy. The contents of chapter 4 are directly aimed at researchers in

the position of analyzing ARPES data. The most important aspects of

ARPES postprocessing and analysis are explained in quite some detail.

In the chapter’s last section I present the software suite data-slicer

which I have developed in order to support ARPES experimentation at

synchrotron facilities.

The remaining chapters lay out and discuss experimentally obtained

physical results. A series of new insights has been gained on the material

family of the cuprate high-temperature superconductors. Concretely,

these entail (i) the discovery of a two dimensional type-II Dirac cone

in , (ii) three-dimensionality of the Fermi surface in overdoped La-

based cuprates, (iii) identification of the Cu d3z2−r2 derived band in

five electron- and hole-overdoped cuprate compounds, (iv) a universal

methodology for density functional theory based electronic structure

calculations for the same five compounds and (v) the formulation of

a spectroscopic analog of the Kadowaki-Woods relation, unifying the
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Fermi liquid picture for oxides.

The realitiy of the academic publication process has led to these

observations being published in separate papers, obscuring their inter-

connectivity. Writing this thesis provided me with the chance to collect

these results in one spot and show how they have come about. I have at-

tempted to lay out how these successive experimental observations have

come about in a coherent and almost chronological manner. Hopefully,

this allows the reader to comprehend how the collective understanding

of these systems has changed within the LQMR group and makes it

possible to understand our viewpoints even better than by reading the

individual papers. Chapter 5 lays out the results on the electronic

band structures of overdoped cuprate high-temperature superconduc-

tors while chapter 6 explains how the sum of these band structure

observations has allowed us to employ considerations from Fermi liquid

theory to formulate a spectroscopic version of the Kadowaki-Woods

relation.

Finally, in chapter 7 I review our findings on the heavy fermion

compound CeRu2Si2. There, we have been able to obtain ARPES data

of unprecedented quality. This has allowed us to employ a polarization

dependence analysis to uniquely identify the Ru d derived conduction

bands. Calculations of the orbital overlap between these conducting

d states and the localized Ce 4f electrons provide a measure for the

strength of the hybridization between these bands. The calculations also

predict a temperature dependence of the hybridization strength, which

implies a Fermi surface reconstruction with change in temperature.

This reconstruction is observed experimentally and we are able to

connect it to the break-up of composite Kondo quasiparticles.
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Glossary and
Acronyms

1D One dimensional.

2D Two dimensional.

3D Three dimensional.

ARPES Angle-resolved photoemission spectroscopy.

An experimental technique that can give direct

insights into electronic dispersions of condensed

matter. Thoroughly introduced in chapter 2.

— Antinode. In the context of the cuprate HTSCs

the antinode refers to the BZ horizontal or vertical,

45◦ rotated from the nodal direction. See node.

VUV-ARPES ARPES using visible to ultraviolet energies.

BCS Bardeen-Cooper-Schrieffer. The three phyci-

sists accredited for their explanation of conven-

tional superconductivity.

Bi2201 Bi2−xPbx+ySr2−yCuO6+δ .

BCT Body-centered tetragonal.
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BZ Brillouin zone. Analog of the unit cell of a crystal

lattice for the reciprocal lattice in k-space. Thanks

to Bloch’s theorem, the description of dispersions

in a periodic crystal can be reduced to the first

BZ.

— Ce-122. Short notation we use here for tetrag-

onal materials with the composition CeT2Si2,

where T refers to a transition metal (T ∈
{Cu,Ru,Au,Rh,Pd, . . . }.

CCD Charge coupled device. Semiconducter based

light detectors, widely used in imaging technology.

— Cleave. Here refers to a common method for

obtaining atomically flat and uncontaminated sur-

faces. See section 2.2.2.

CMP Condensed matter physics. A large subfield of

modern physics with close vicinity to material sci-

ence. It is concerned with the study of properties

of matter in a condensed state.

CEF Crystal electric field. Also ligand field. The

electric field exerted at a site of interest by the

NN atoms (ligands). The effects of the CEF

typically lead to a lifting of degeneracy of the

energy levels on that site.

CSRO Ca1.8Sr0.2RuO4.

— Cuprate. Here used to refer to the cuprate SCs,

a class of materials that are made up of CuO2

layers separated by other metal oxide layers. The

cuprates prominently exhibit unconventional su-

perconductivity at record-holding high transition

temperatures.

DOS Density of states. A function of energy whose

integral between two values is the number of states

present in that energy window.
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DFT Density functional theory. The backbone of

many electronic structure calculations. See sec-

tion 3.2 in chapter 3 for an introduction.

DLS Diamond Light Source. A synchrotron facility

in Oxford, United Kingdom.

— Dispersion. The relation between energy and

momentum of a (quasi)particle.

DMFT Dynamical mean field theory. An approach

to electronic structure calculations where the

untractable interactions between particles are

mapped onto the problem of a local impurity in-

teracting with a bath of non-correlated electrons.

eV Electronvolt. The kinetic energy gain of an elec-

tron when accelerated through an electrical po-

tential of 1 V.

EDC Energy distribution curve. A line of constant

momentum in an EDM.

EDM Energy distribution map. ARPES intensity dis-

tribution as a function of angle (crystal momen-

tum) and energy. Sometimes referred to as an

ARPES spectrum.

ESNO Eu2−xSrxNiO4.

Eu-LSCO La2−x−yEuxSryCuO4.

FSM Fermi surface map. An experimentally obtained

representation of the FS.

— Fermi velocity. Velocity of QPs at the Fermi

level. Here denoted vF.

— Fermi level. Also Fermi energy or sometimes

Fermi edge. Energy separating occupied from

unoccupied states in the ground state. Thermo-

dynamically it is the energy required to add one

electron to a system.
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— Fermi liquid. Refers to a system that can be de-

scribed by Landau’s Fermi liquid theory, i.e. where

there is a direct correspondence between the parti-

cles of a hypothetical, identical but non-interacting

system and the renormalized QPs of the interact-

ing system. See section 3.3.3.

FS Fermi surface. A surface in k-space that sepa-

rates occupied from unoccupied energy levels in

the ground state. Electrons lying in the vicinity of

the FS usually dominate the physically observable

properties.

FWHM Full width at half maximum.

GGA Generalized gradient approximation. An exten-

sion to DFT.

GUI Graphical user interface.

HDD Hard disk drive.

HTSC High-temperature superconductor. A material

that exhibits superconducting properties that can-

not be explained by conventional BCS theory.

INS Inelastic neutron scattering.

k-space Reciprocal space. Also momentum space. The

vector space spanned by the components of the

momentum wave vector k. It is essentially the

Fourier transform of real space and, due to the

periodicity of crystal lattices, an omnipresent con-

cept in CMP. long

LQMR Laboratory for Quantum Matter Research. Jo-

han Chang’s research group at the University of

Zürich.

LV Linear vertical.

LH Linear horizontal.
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LDA Local density approximation. An essential ap-

proximation for the feasability of electronic struc-

ture calculations. See also DFT and section 3.2

in chapter 3.

LSCO La2−xSrxCuO4.

MBPT Many-body perturbation theory.

— Mirror plane. The experimental mirror plane in

ARPES is defined by the vector of the incoming

photon and the vector of the photoemitted elec-

tron. See figure 2.5. Symmetry with respect to

this plane can have important consequences on

the photoemission intensity.

MDC Momentum distribution curve. descrip-

tion=Constant energy line in an enegy-k spec-

trum.

— Mott insulator. A material that would be ex-

pected to be conducting from a band structure

perspective, but turns out to be insulating due to

strong repulsive interactions effectively splitting

the conduction band, resulting in a band gap.

NN Nearest neighbor.

NNN Next nearest neighbor.

— Node. In this context usually referring to a point

in k-space where an energy gap vanishes. For the

cuprate HTSCs, the nodal direction refers to the

BZ diagonal, where the pseudogap is zero.

PSI Paul Scherrer Institute. A research facility in

Villigen, Switzerland. Hosts, among other things,

an electron-synchrotron, neutron scattering beam-

lines and a free electron laser.
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PES Photoemission spectroscopy. A photon in –

electron out measurement technique that can give

insight into the electronic DOS.

PLCCO Pr2−x−yLaxCeyCuO4.

PIT Python Image Tool.

QCP Quantum critical point. Quantum analouge of

a classical critical point where the phase transi-

tion is a consequence of quantum fluctuations, as

opposed to thermal fluctuations. Consequently,

occurs only at T = 0 K, but with observable ef-

fects in its vicinity in the phase diagram.

QO Quantum oscillation. Usually refers to a mea-

surment technique based on de Haas-van Alphen

effect in which the periodic modulations of physical

observables, such as the magnetic susceptibility,

with inverse magnetic field strength are used to

obtain information on the FS structure.

QP Quasiparticle. A (collective) excitation that re-

sults from interactions in a system can often be

treated as if it were a non- or weakly interacting

particle with its own dispersion relation. In that

case we speak of a quasiparticle.

STS Scanning tunneling spectroscopy. An opera-

tional mode of a scanning tunneling microscope

setup that can give spatially resolved spectroscopic

information.

— Self-energy. In the context of CMP, the self-

energy contains the net effects of (untractable)

electronic interactions on a particle’s total energy.

This complex quantity is denoted as Σ here.

SX-ARPES Soft x-ray ARPES.
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SOC Spin-orbit coupling. The quantum mechanical

interaction between a particle’s spin- and orbital-

angular momenta.

SMES Superconducting magnetic energy storage.

SQUID Superconducting quantum interference device.

A highly sensitive device for the measurement of

magnetic fields. It is technologically based on the

principle of Josephson junctions.

SC Superconductor. A material that shows a resis-

tivity drop to zero and perfect diamagnetism when

cooled below a characteristic critical temperature

Tc.

SLS Swiss Light Source. The synchrotron at PSI.

TB Tight binding. A model for the description of the

electronic structure of condensed matter where

the conduction electrons are thought to be tightly

bound to the ionic sites and predominantly move

between sites by hopping from one to the next.

Tl2201 Tl2Ba2CuO6+δ .

UHV Ultra high vacuum. Pressure conditions below

100 nPa = 1× 10−9 mbar ≈ 7.5× 10−10 Torr.

VHS Van Hove singularity. A divergence in the DOS

that typically arises as a consequence of the disper-

sion relation going through a maximum, minimum

or saddle point.

— Work function. The amount of work necessary

for an electron in a material to escape through the

surface into vacuum. This is a surface property

and here denoted as eΦ.

XAS X-ray absorption spectroscopy.
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and Vladimir Strokov from the SIS and ADDRESS beamlines at Paul

Scherrer Institute (PSI), to Timur Kim, Céphise Cacho and Moritz
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Chapter 1:
General
introduction

This first chapter aims at providing orientation for the

reader by starting out in a birds-view perspective far

above the research landscape and successively zooming

in closer until we hone in on the contents of this thesis:

angle-resolved photoemission spectroscopy and correlated

matter. Diving down, we motivate each stage by answer-

ing the why ’s, i.e. by giving good reasons for why people

could be interested in spending time in the respective field

of research. While the different sections implicitly convey

an answer to the what, more concrete elaborations will

be presented in chapters 2 to 4.

We start our skydive far out in section 1.1, where we

have a great view over all of science, before we quickly

approach the field of material science and condensed

matter physics in section 1.2. We will discover the fasci-
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nating land of correlated matter within condensed matter

physics in section 1.3. Finally, in section 1.4, we get our

first look at photoemission spectroscopy, where we will

land and which we are going to explore more deeply in

the next chapters.

The newly obtained scientific results which are pre-

sented in this thesis pertain to quite different material

groups, namely the cuprates and heavy fermion com-

pounds. Thus, I have decided to keep this introductory

chapter rather general. A more concrete presentation of

the research situation and open questions in these mate-

rial families is delegated to the corresponding chapters (5

and 7).
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1.1 Why science?

It can be reasonably expected that the grand majority of the potential

readership of this thesis comes from a research background and would be

intrinsically motivated to contribute to science. It may therefore seem

redundant to motivate the scientific endeavour as whole. Personally,

however, during my PhD studies I have realised that it can be very

useful to have a few clear lines of reasoning ready in order to justify

the sometimes massive investments into research.

One of the most impressive demonstrations of the power and success

of the scientific method I have read can be found in Yuval Noah Harari’s

Brief history of Humankind [7]. In that text the historian constructs his

argument by pointing towards a shift in paradigm and self-awareness of

humanity: The shift from an “I know everything” to an “I do not know

everything” attitude. To present day humans that have been brought

up in a society where the latter point of view is the norm, it can be

difficult even to imagine that the former attitude was once dominant.

Harari shows this at the example of ancient maps, which, interestingly,

never show any blank spaces, even though large parts of the planet

had been undiscovered by the respective societies at the time of the

maps’ creation. Unknown regions were just filled with sea or made

up land masses, and a global border arbitrarily drawn. For European

societies, the discovery of America triggered the shocking realization

that there seemed to be, in fact, much more than they currently knew

about. Consequently, maps started to be drawn primarily based on

data, rather than according to some philosophical or religious program.

They became more accurate and admitted to not having complete

information by leaving unknown regions blank. See figures 1.1 and 1.2

for eurocentric examples of this observation.

As long as there does not seem to be anything unknown, there is

no reason to go out and explore. From the seemingly simple realization

that we do not know everything, immediately follow large efforts to

find answers and acquire more knowledge. Societies soon realized the
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Figure 1.1: The Tavola di Velletri, a world map from the first half of the

15th century. North is oriented at the bottom of the map, so the top

shows Africa, the left half Asia and the right half Europe. Hardly any spot

on the map is left without a geographic or decorative feature or some

descriptive text, giving the impression that all there is to know is already

known. File from the public domain.

enormous benefits they could gain by venturing out into the unknown

and hardly any effort and cost was spared to conduct countless research

expeditions. This paradigm shift slowly expanded from geography

to other disciplines of thought and the resulting scientific revolution

changed the shapes of societies and the planet they lived on in an

unprecedented manner. Even if the overall benefits and harms of this

development can and should be critically discussed, it cannot be denied

that the core scientific attitude of “I don’t know it, but I will try to
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Figure 1.2: World map from 1650. Large portions of the map are left

blank, admitting to the fact that not enough data was available to the

cartographer to draw the map at the precision he or she was aiming for.

File from the public domain.

find out” holds almost unimaginable power.1

I have often been asked the question why one should waste any

time doing elementary or fundamental research, when we have so many

urgent problems that require advances in applied research to be tackled.

A short answer to this was once provided to me by Brian Schmitt [8]:

“If humanity had only ever conducted applied research, we now would

have candles that burn very bright and last a long time, but no light

bulbs”.

1As we shall see, many of the novel insights presented in this thesis are linked

to venturing into unknown (k-space) regions in order to obtain accurate (Fermi

surface) maps.
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1.2 Why condensed matter physics?

At the time of this writing, society is indeed faced with challenges of

unprecedent scale. These include climate change, pollution of water, air

and soil resources and medical threats, such as currently demonstrated

by the global COVID-19 pandemic. As laid out before, each scientific

discipline has its own justification. In light of the urgency of these great

societal questions, however, material science and condensed matter

physics (CMP) undoubtedly deserve special attention [9]. The potential

of these disciplines to change society can amply be demonstrated at

the example of semiconductor research and the development of the

transistor, the foundational building block of computers. There is

hardly any other technology that has conquered our daily lives and

most aspects of economy and industry at such a speed and with such

a high impact than the computer.

Innovations from CMP are ubiquitous in medical imaging, sensor

and detector systems, applications of lasers and memory technology.

Other fields of research, such as other branches of physics or chemistry

often benefit from discoveries and insights made in CMP as completely

new avenues are unlocked for exploration. Currently, semiconductor

research and advances in CMP are used with the goal of creating

more efficient solar panels [10], batteries [11] and hydrogen storage

technology [12], enabling us to establish a more sustainable energy

portfolio. Improvements in carbon capture technologies may make it

possible for us to reduce the atmospheric greenhouse gas concentration.

While this would not ultimately solve the problem, it can still be expected

to hopefully reduce the severity of the consequences of climate change

and to effectively buy us time to implement more fundamental solutions.

Even if the solution to societal problems cannot be a purely tech-

nological one, it is difficult to imagine that technological innovations

are not going to play, at the very least, a supportive role.
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1.3 Why correlated matter?

1.3.1 The fascination of superconductivity

If semiconductors are what attracted an enormous audience to join the

CMP party, superconductivity might be what makes them stay. The

phenomenon was initially discovered by Heike Kamerlingh Onnes as a

drop in the resistivity of Hg to unmeasurably small values at tempera-

tures below 4.2 K in the year 1911. His data is shown in figure 1.3 (a).

Only two years later, he was awarded the Nobel prize [13].2 In subse-

quent research during the first half of the twentieth century, more and

more elements and alloys were found to exhibit the signature properties

of a vanishing resistivity and a complete expulsion of magnetic fields

from the material (perfect diamagnetism, Meissner effect) below a

critical temperature Tc and a critical magnetic field Hc.

A vanishing resistivity in a conductor is a truly remarkable phe-

nomenon of quantum physics and completely unexpected from a clas-

sical viewpoint. After all, most physicists and engineers would likely

sign the statement: “No physical system is without friction”. One

cannot help but dream about the possibilities that such a frictionless

conductor could enable. No resistivity means no heating up of the

material, which would imply that we can send extremely large currents

through such a wire. In fact, it is only limited by the critical current

Ic, which is the value at which the induced magnetic field exceeds the

critical field Hc. As a second consequence of zero resistivity, we have

that a once induced current in a superconducting loop would keep

going indefinitely. Nowadays it is indeed empirically confirmed that

a superconducting current does not seem to lose any energy. Such

currents have been maintained in gravimetric measurement devices for

over 26 years [14]. Within the accuracy of the measurement, no decay

2At the time of Onnes being awarded the Nobel prize, the importance of

superconductivity was not yet recognized, however. The prize was received instead

“for his investigations on the properties of matter at low temperatures which led,

inter alia, to the production of liquid helium”.
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of the supercurrent has been detected. Conversely, one can use the

errorbar of the measurement to put a lower limit on the lifetime of the

supercurrent. That time turns out to exceed the age of the universe.

What keeps the superconducting dreamers on the ground is of

course the requirement of extremely low temperatures for the su-

perconducting state to stabilize. If only the intriguing properties of

superconductors (SCs) could be accessed at or around room tempera-

ture. In 1957, when Bardeen, Cooper and Schrieffer were eventually

able to explain the experimental phenomenon, hopes of immediate,

amazing technological revolutions were shattered: Their Bardeen-

Cooper-Schrieffer (BCS) theory contained an upper limit on the value

for Tc. Considering the known elements of the periodic table, this

maximum value has been placed in the order of 40 K [15], far below

technologically interesting temperatures.3

It took another 30 years before the dream would be fully reignited.

In 1986, K. A. Müller and J. G. Bednorz of IBM reported a vanishing

resistivity in the Ba–La–Cu–O system [18]. The resistivity drop occured

at a value of Tc ≈ 30 K — which is larger than what one would expect

for this compound, according to BCS theory. It soon became clear that

non-BCS or unconventional mechanisms for superconductivity existed

and in the time that followed, many new compounds and material

families were discovered that exhibit high transition temperatures: high-

temperature superconductors (HTSCs). A timeline of the discoveries of

compounds and their transition temperatures is found in figure 1.3 (b).

Particulary, new members of the cuprates were soon identified which

had a value of Tc above the technologically relevant boiling point of

liquid nitrogen (77 K). One representant of the cuprates, which has

been discovered by Schilling et al. at the University of Zürich [19], still

holds the record for the highest Tc at ambient pressure with a value of

3This value does not consider extreme pressure conditions. The BCS value of

Tc for metallic hydrogen is expected to lie approximately at room temperature [16].

The problem is that metallic hydrogen is very difficult to obtain. Recently, however,

it has been possible to stabilize metallic H2S by using astronomically large pressures,

resulting in a value of Tc = 203 K [17].
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130 K. The mechanisms at play in HTSC compounds are still, to this

day and despite immense research efforts, not fully understood. Not

having an established theoretical framework for HTSCs also means

that we do not know of any upper bound for Tc — the dream of a

room temperature SC lives on.
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Figure 1.3: History of superconductivity. (a) Resistivity drop of Hg at low

temperatures as measured by Heike Kamerlingh Onnes. (b) Representa-

tives of HTSCs arranged by year of discovery and maximal Tc. Different

material families are encoded by marker shapes and colors. Mind the

unevenly spaced x axis. Figure adapted from [20] (CC BY-SA 4.0).

1.3.2 Applications of superconductors

What makes physicists and engineers so excited about HTSCs and

room temperature superconductivity? Beside a fascination for the

underlying physics, it is the technological potential that lies within.

HTSCs with transition temperatures that can be reached at relatively

low cost by use of liquid nitrogen have many applications already today.

They are found, for example, in medical imaging machines, such as
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magnetic resonance imaging (MRI) or nuclear magnetic resonance

(NMR) devices, where the SCs are necessary to produce the extremely

high magnetic fields. With the same function of producing large mag-

netice fields, HTSCs are also being employed in research applications

such as in the Large Hadron Collider (LHC) at CERN or in tokamak

fusion reactors [22]. Commercially available superconducting cables

can be used to reduce the weight of wind turbines, allowing them to be

built higher at a lower effective cost per unit of produced energy [23].

The fact that such wires allow for much larger currents than their

conventional metallic counterparts makes them ideal for fast charging

of electric vehicles. Further applications of nitrogen cooled HTSCs

include geological measurement devices [14] or the maximally sensitive

devices for magnetization measurements, superconducting quantum

interference devices (SQUIDs).

Overcoming the requirement for cooling, however, would unlock

even more groundbreaking applications, many of which would intensely

support the electrification of society, and therefore be key to the

transition away from fossil fuels. Room temperature SCs are envisioned

to be used for power transportation with practically no loss of energy.

They could also cut down on the material and space use of electric

grid lines. As current in superconducting loops and coils does not

decay, such systems can be used for power storage, one of the major

hindrances in the way of electrification. In fact, such superconducting

magnetic energy storage (SMES) systems have already been used with

nitrogen cooled HTSCs [24]. Furthermore, room temperature SCs

could be employed in magnetically levitating trains and be key to the

electrification of air travel, as they would allow the design of smaller

and lighter electromotors, especially once the requirement of cooling

to temperatures below 100 K is removed. The Chūō Shinkansen is a

magnetically levitating trainline, currently under construction in Japan.

It makes use of He-cooled SCs for levitation and propulsion and will

reach a maximum velocity of 500 km/h. The so-achieved travel times

are going to effectively replace the need for air-travel between Tōkyō
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and Ōsaka [25].

A world in which we so urgently need to stop emitting greenhouse

gases would massively benefit from the realization of room temperature

superconductivity.

1.3.3 Emergent phenomena and the zoo of correlated matter

The intense research that has been carried out on the topic of SCs has

led to the discovery of a large variety of new materials which exhibit

novel, interesting and often not well understood properties. Exploration

of this zoo of new material families and physical phenomena has been

the task of many condensed matter phycisists and material scientists

in the past decades. It seems that many of the difficult to explain

observations originate from the fact that we have strong interactions

(or correlations) between the electrons in these compounds. As will

be elaborated upon in chapter 3, these correlations are effectively

intractable and it is the sheer astronomic number of interactions that

are simultaneously at work that produce such unexpected states of

matter.

The elementary interactions between two or three charged particles

are well understood and widely tought at high school level. The obser-

vation that simply combining many of these simple interactions can

lead to the emergence of completely new phenomena has presented a

paradigm shift. As Anderson points out [26], the so-called construc-

tionist hypothesis does not withstand the observation of emergence.

In the constructionist point of view, the universe can be described

in terms of a set of elementary, fundamental laws. Any observation

at a higher level would be seen simply as a repeated application of

these fundamental laws, e.g. chemistry would just be an application

of CMP, and CMP in turn is just applied particle physics. This line of

thinking is often used by physicists to make themselves feel good by

thinking: “We are the only ones who understand the world at its most

fundamental level and everything else, like psychology, is ultimately just
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applied physics”. However, the argument is equally likely to be turned

around by, e.g. a psychologist: “In order to understand psychology I

have to understand biology, which is based on chemistry, which requires

me to understand physics. Thus, I have to know about all of these

things and more, which makes me the most knowledgable of all”.

Everybody would do well in humbly realizing that all attempts at

setting up such an hierarchical point of view are incapacitaded in light

of the phenomenon of emergence. Even if the elementary interplays

at one scale can be understood and described (e.g. interactions and

reactions of molecules in chemistry), the collective result of combining

many of these interactions is the emergence of effects that could

not be predicted from the previous level and require entirely new laws

and concepts to be described. To use Anderson’s words: “More is

different” [26].

With this, we have at least three good reasons to study correlated

matter: (i) Any information about the physical laws at work in cor-

related matter could give us the key insights that are missing for the

understanding of unconventional superconductivity. Furthermore, since

most HTSCs exhibit emergent phenomena besides superconductivity,

it is important to study these different phases separately from each

other before we can understand their interplay. (ii) Besides the basic

motivation for fundamental science laid out in section 1.1, many of the

newly discovered phenomena bear their own potential for interesting

applications. (iii) Given that the concept of emergence is present at

all scales and could therefore present a truly fundamental (meta) law

of the universe, we can hardly spend too much efforts investigating it.

1.4 Why photoemission spectroscopy?

The typical properties of matter one is interested in for technological

applications are resistivity, magnetization, specific heat, compressibility

and the behaviour of these observables when the external (temperature,

pressure) or internal (carrier concentration, doping) conditions are
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changed. In order to determine whether a material is superconducting

or not, for example, it is enough to check whether its resistivity drops

to zero and it exhibits the Meissner effect below a certain temperature.

However, the puzzles that correlated matter poses cannot be solved by

using such macroscopic probes alone. In order to get a full understand-

ing of the processes that are going on, it is imperative that we illuminate

the mystery from all angles, with all methods available to us. Scanning

tunneling spectroscopy (STS) and -microscopy experiments [27] deliver

direct information about the spatial distributions of atoms and charge

fluctuations in a crystal. X-ray and neutron diffraction and scattering

techniques have long been established as key probes of matter, giv-

ing insights into atomic and magnetic structures. This is showcased

by such seminal discoveries as that of the double-helix structure of

DNA [28] and antiferromagnetism [29], that have both been awarded

a Nobel prize.

Given that many of the most interesting phenomena emerge from

electronic correlations, it is clear that obtaining knowledge of the

electronic structure is of utmost value. Angle-resolved photoemission

spectroscopy (ARPES) is an experimental “photon in – electron out”

technique that directly probes the electronic dispersions or the electronic

band structure of the material under investigation [30, 31]. That is,

ARPES allows to directly visualize and measure the relation between the

electron’s momentum and its energy inside the sample. Besides the fact

that concrete data on the dispersions is rich with physical information,

I find it personally most fascinating that a concept as abstract as

the electronic band structure can be obtained and visualized in such a

direct manner. The work that is presented in this thesis revolves around

ARPES and a thorough description of the technological, theoretical and

technical aspects of this experimental method is presented in chapters 2

to 4 and thoroughly reviewed in the literature [31].

ARPES has undoubtedly evolved to be a core component in the

toolbox of CMP. It has allowed, for example, such important mea-

surements as the angle dependence of the superconducting gap [32,
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33]. However, in light of the focus that this text puts on ARPES

alone, I want to repeat and stress the point made above: Ultimately, a

combination of all available avenues towards insight must be utilized

to reach a satisfactory understanding of the currently still unknown.

When I joined Johan Chang’s Laboratory for Quantum Matter

Research (LQMR) to take up my PhD studies in 2017, I was confronted

with the rich body of decades worth of intense research on HTSCs

and correlated matter. Many difficult and interesting problems and

questions are currently debated in these fields and are still awaiting their

solution. Within our team in the LQMR, we have employed ARPES to

illuminate some of these issues. The novel insights that were obtained

in this process are presented in chapters 5 to 7.

Concretely, chapter 5 contains a series of results on the band struc-

ture of cuprate HTSCs, including the discovery of a two dimensional

(2D) type-II Dirac cone and the three-dimensionality of the Fermi

surface (FS) in La2−xSrxCuO4 (LSCO) and La-based cuprates, the

identification of the Cu d3z2−r2 derived band and its influence on ma-

terial properties across overdoped cuprates and a methodology for

their band structure calculations with density functional theory (DFT).

Chapter 6 presents ARPES data on the electron-doped cuprate com-

pound Pr2−x−yLaxCeyCuO4 (PLCCO) with which we have carried out

a thorough self-energy analysis. This is combined with previous results

in order to obtain a spectroscopic formulation of the Kadowaki-Woods

relation, effectively unifying the Fermi liquid picture across a large

range of correlated oxide materials. Finally, chapter 7 reviews novel

ARPES data on the heavy fermion compound CeRu2Si2 and shows

how the unprecedented data quality has enabled us to completely iden-

tify the conduction bands, to characterize their hybridization with the

localized Ce 4f electrons and to understand the temperature driven

FS reconstruction.
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Chapter 2:
Angle-resolved
photoemission
spectroscopy

This chapter is concerned with the experimental technique

employed in the presented work: angle-resolved photoe-

mission spectroscopy. We start by giving a chronological

overview of the evolution of photoemission spectroscopy

from the discovery of the underlying principles to the

modern day experimental reality in section 2.1. This is

followed by a review of the involved technical and phys-

ical concepts in sections 2.2 and 2.3, with a focus on

polarization selection rules and Fano resonances.
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2.1 Chronological overview

Towards the end of the nineteenth century, Heinrich Hertz and Wil-

helm Hallwachs reported an intriguing observation of light influencing

electrically charged bodies [34, 35]. They found that shining light

onto an electrical conductor results in charge being expelled from that

material. Closer investigation of this so-called photoelectric effect lead

to a series of observations that could not be satisfactorily explained

in the framework of classical physics. Progress could only be made

after the birth of a completely new idea, namely the concept of light

quanta introduced by Max Planck in the year 1900 to find an empirical

description for the spectrum of black-body radiation [36]. It was Albert

Einstein who then applied this concept of quantized photons to explain

the photoelectric effect [37]. These were the first of a series of revo-

lutionary steps that ultimately lead to the introduction of Quantum

Physics, and they were acknowledged as such by being awarded the

Nobel prize in 1918 (Planck) and 1921 (Einstein).1

This photoelectric effect opened the door for deep investigations

into the electronic structure of materals by means of photoemission

spectroscopy (PES). By illuminating a sample surface with light of a

given energy, electrons are expelled. The electrons’ kinetic energies

can be measured and from that one can infer their energetic structure

inside the sample. As an extension to this, if the emitted electrons

are filtered or sorted by their momentum in addition to their energy,

one can obtain information on the momentum dependent energetic

structure, more commonly known as the energy-momentum relation

or the dispersion relation of the electrons. This is the principle of

angle-resolved photoemission spectroscopy (ARPES) [38, 39].

The earliest implementations of ARPES would allow the exper-

imenter to record a single energy distribution curve (EDC) for one

discrete angle (momentum) at a time before the experimental geometry

1In light of the 100th anniversary of Einstein’s Nobel prize, I hope that this thesis

can serve as a small tribute to the celebrations.
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had to be changed to allow for a measurement at a different angle. The

development of hemispherical electron analyzers that could simultane-

ously sort the emitted electrons by energy and momentum lead to an

order of magnitude increase in experimental throughput [40]. However,

ARPES remained a very challenging technique due to its many boundary

conditions that are technically difficult to meet simultaneously: Firstly,

the experiment has to be conducted under ultra high vacuum (UHV)

conditions to prevent sample surface degradation and to ensure the

electrons are not scattered or absorbed on their trajectories from the

sample towards the analyzer. Secondly, one should be able to move the

sample in a stable and reproducible manner along three translational

and three rotational degrees of freedom.2 Furthermore, adjustable sam-

ple temperatures reaching as close to absolute zero as possible would

be desirable for a range of investiagtions. All of that is combined with

the need for stable and high intensity sources of monochromatic light

as well as fast and reliable readout electronics. Finally, the requirement

for a clean sample surface (as outlined in section 2.2.2) requires the

respective advancements in material science and chemistry to enable

the growth of suitable single crystals of quasi two dimensional (2D)

materials and the development of dedicated preparation techniques

that enable a bulk sample to be cleaved — i.e. cut or broken open

along an atomic crystal plane.

It is thanks to the efforts of countless technicians and scientists

and the evolutions in UHV technology, stable piezo motors for sample

manipulators at simultaneous temperature control with cutting edge

cryo technology, lasers and increasingly brilliant synchrotron facilities as

light sources and much more that current day ARPES stations operate

on a whole new level compared to their early ancestors. It is nowadays

customary for a regular ARPES session to generate dozens of three

2Requiring six degrees of freedom is perhaps spoken from a place of luxury. In

principle, four degrees of freedom are enough to carry out a measurement and

early setups did indeed operate in this manner. The amount of inconvenience that

this must have posed is difficult to imagine for a spoiled experimentor who has

benefitted from the advancements made by the pioneers of the past.
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dimensional (3D) datasets with total sizes in the order of GiB. This

increased throughput has also allowed to add additional parameters

to the experiment. While at earlier stages some of the major tunable

parameters were the sample temperature, the incident photon energy,

polarization and sample doping, new setups now allow for accessing

further dimensions. Thanks to highly focused beam spot sizes in the

order of tens to hundreds of nm, it is possible to collect ARPES spectra

as a function of real space beam position on the sample [41]. This so-

called nano-ARPES mode therefore combines reciprocal and real space

information. Spin-resolved ARPES allows probing different electronic

spin channels separately and time-resolved ARPES can give insights

into electron dynamics [42].

2.2 Technical requirements

In order to carry out an ARPES measurement, the following three

elements are required:

- A source of monochromatic light. In modern setups this is usually

a laser, a He lamp combined with a monochromator or radiation

from a synchrotron.

- A clean, single crystalline sample surface of the material under

study. This condition implies the necessity of a UHV atmosphere.

- A means of sorting the expelled electrons by energy and momen-

tum, typically through a so-called electron analyzer.

In the following, we will give a short discussion of these three

elements and how they were implemented in the presented work.

2.2.1 Synchrotron radiation

As stated earlier, when it comes to the choice of light source for

an ARPES experiment, three main options exist: a laser, a He lamp
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or synchrotron radiation. Using a laser or a He lamp has several

advantages, such as high energy resolution up to the sub-meV range [42]

and the ability to operate an independent setup that is always available

to the experimenter without the need to apply for beam time and travel

to a synchrotron facility. However, with a laser based setup one is

constrained to a fixed and discrete photon energy depending on the

used laser or to a comparatively small energy window in the case of a

He lamp. In these two cases, the available energies are in the order of

tens of electronvolt (eV), which limits the accessible area in k-space

as is indicated in figure 4.3. Synchrotrons, on the other hand, usually

allow the use of continuously tunable radiation ranging from tens to

hundreds or thousands of eV. The increased energy range comes at

the cost of a reduced energy resolution and the sheer organizational

complications of operating a large scale synchrotron facility as opposed

to an in-house setup. Evidently, different systems come with their

strengths and weaknesses, making them more or less applicable to

different problems (table 2.1). As the work presented here has been

carried out exclusively at synchrotrons, the remaining discussion will

only be concerned with synchrotron radiation.3

A synchrotron is a ring shaped particle accelerator for charged

particles. In the case of the facilities used in the presented work the

accelerated particles are electrons. The charged particles are accel-

erated through a linear accelerator before they are channelled into

the synchrotron storage ring. The storage ring consists of alternat-

ing sections of straight linear accelerators and bent segments. The

particles are held on a path through the use of magnetic fields in the

bent segments and accelerated up to relativistic speeds in the linear

segments. A schematic depiction of a synchrotron with the most

important components is presented in figure 2.1.

Accelerated charged particles produce radiation. Because the par-

3Recently, an additional option for a light source has become available: the free

electron laser. It has been employed, for example, in place of a regular laser as the

probe beam for time-resolved ARPES [43].
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Table 2.1: Differences between properties of lasers and synchrotron

radiation.

laser synchrotron

energy fixed variable

energy range tens of eV 30 eV to 2000 eV

energy resolution < 1 meV ∼ 1 eV

photon flux ∼ 1015 photons per sec-

ond

∼ 1013 photons per

second per 0.1 % band-

width

ticles are moving at relativistic speeds, their emission profile is highly

directional, meaning that a very focused beam of radiation is gener-

ated. In early synchrotrons, the radiated emissions that was created

through the bending magnets that keep the particles on their track

was used directly. Modern facilities make use of the more sophisticated

method of generating the radiation by use of undulators. An undulator

is essentially a periodic arrangement of alternating magnetic fields.

An electron passing through them will be brought to oscillate with

the wavelength of the magnets in the undulator, resulting in coherent

emission of photons.

The so created highly focused and intense electromagnetic radiation

is directed out of the synchrotron and can be further guided, focused,

monochromated, polarized or otherwise tuned by means of different

optical elements. The details of the employed optics depend on the

desired application. This ability to produce high intensity light over a

broad energy spectrum is a major reason for why synchrotron facilities

are so versatile and powerful.

Synchrotron experiments have become a core element of research in

countless disciplines, such as solid state physics, chip manufacturing and

nanofabrication, molecular biology and medicine. It therefore comes
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Figure 2.1: Schematic of a synchrotron. Electrons are accelerated through

a linear accelerator (LINAC) into a booster ring, where they are further

accelerated before being injected into the storage ring. They are kept

on their path by use of magnetic fields and held at relativistic velocities

through radio frequency (RF) supplies. Insertion devices (ID) such as

undulators make use of the electrons to create highly focused beams of

radiation that can be used for various applications at different beamlines.

Figure adapted from [44].

as no surprise that larger and more powerful facilities are continuously

being built. Figure 2.2 shows how the synchrotron brilliance, a measure

for the number of photons that can be generated by a facility, has

increased exponentially over time. Major technical improvements,

particularly in the evolution of the insertion devices from bending

magnets (1st generation) over wigglers (2nd generation) to undulators
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(3rd generation), have allowed these tremendous jumps in performance

and similar evolutions are likely to ensure that synchrotron research will

continue to play a major role in technological and scientific progress [44].
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Figure 2.2: Evolution of synchrotron brilliance over time. Figure adapted

from [44].

2.2.2 Sample surface

The photoemission process is based on the absorbtion of a photon

by an electron inside a sample. The absorbing electron is accelerated

and can leave the confines of the material given that its kinetic energy

is sufficiently high (cf. also section 2.3). However, the electron may

undergo scattering processes on its way out of the sample that could

change its track or reduce its energy, making it impossible to infer

its original energy-momentum state. Therefore, only the subset of

electrons that leaves the sample without any additional scattering can

be effectively used to infer properties of the initial state before photon

absorption.
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The so-called universal curve contains information on the average

path an electron inside a solid state sample can travel before undergoing

a scattering process. This inelastic mean free path Λe is a function of

the electron’s kinetic energy and has been experimentally determined

and empirically described as depicted in figure 2.3. From this data it

becomes clear that the mean free path for electrons expelled in ARPES,

where the kinetic energies range from tens of eV to one or two keV,

is in the order of a few Å. In other words, the great majority of the

electrons that contribute to the signal in an ARPES measurement stem

from a region ranging only a few unit cells from the surface. Indeed,

one can say that for energies below roughly 200 eV, one mostly probes

the outermost unit cell only. ARPES using visible to ultraviolet energies

(VUV-ARPES) is thus highly sensitive to the physics at the sample

surface. This fact has been made use of in the investiagtion of surface

specific physics [45, 46].

The surface sensitivity is somewhat weakend for higher energies,

such as in soft x-ray ARPES (SX-ARPES), where the used energies

range from hundreds of eV to a few keV. Nevertheless, it is clear

that even small variations or perturbations of the material surface,

for example through surface oxidation or adhesion of atmospheric

molecules, have a critical impact on the measurement. It is this

sensitivity that dictates the requirement of a single crystalline sample

surface that is kept free from disturbances by being held under UHV

conditions.

There are different ways of creating a sufficiently clean surface in the

first place. Here, the method of choice for all presented measurements

has been the popular top post cleaving method . For this procedure,

a small metallic post is glued on top of a piece of the material under

investiagtion (usually a single crystal with volumes in the mm3 range)

under atmospheric pressure. The so prepared sample is then introduced

into the evacuated measurement chamber. Once inside the chamber

and under UHV atmosphere, the metallic post is mechanically hit off the

sample. In this manner, ideally, a small part of the sample is removed
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and a perfectly clean surface remains at the cleaving plane. Evidently,

how well this process works or does not work is highly dependent on

the crystal structure and the interatomic forces inside the sample.

Whether or not it is possible to create a successful cleave with a

given material thus becomes a critical factor for the feasability of an

ARPES study. Examples of materials that exhibit a strong degree of

two-dimensionality and thus cleave easily are layered systems, such as

Bi2−xPbx+ySr2−yCuO6+δ (Bi2201) or van-der-Waals materials such

as graphene and the transition metal dichalcogenides with chemical

formulas MX2 where M is a transition metal (e.g. Mo or W) and X

a chalcogen atom (e.g. S, Se or Te). All of these are made up of

flat layers that are stacked on top of each other and held in place by

comparatively weak interlayer forces.

For more three dimensional crystals it can be much more difficult

to obtain such a surface. But through dedication and creativity, new

techniques and skills evolve. For the infamously difficult to cleave rep-

resentant of the cuprate high-temperature superconductors (HTSCs),

La2−xSrxCuO4 (LSCO), for example, researchers have developed ded-

icated sample preparation techniques and tricks that significantly in-

creased the reproducibility of a cleave. One such method is the use of

a specialized sample holder that allows driving a knife-like edge into

the crystal just before hitting the top-post [47]. As another example,

in chapter 7 we will present data that was taken on the fully three

dimensional CeRu2Si2, where a lot of learning was necessary before a

successful experiment could be conducted.

2.2.3 Electron analyzer

The sorting of electrons by energy and momentum is usually achieved

through a hemispherical electron analyzer as is depicted in figure 2.4.

The central principle is that of two concentric spherical shells of different

radii, between which an electric potential difference (the so-called pass

energy Epass) is applied. Before the electrons enter the area of the
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Figure 2.3: Plot of the experimentally determined inelastic mean free

path Λe as a function of kinetic energy Ekin for electrons escaping from

condensed matter. The solid line represents a fit of the function Λe =

A/E2
kin +B

√
Ekin with A = 1430 Å eV2 and B = 0.54 Å/eV0.5 . Recreated

from [48].

electric field between the hemispheres, they go through a system

of electronic lenses for focusing and a linear retarding potential Vr,

effectively slowing them down from kinetic energy Ekin to E′kin =

Ekin − eVr.

Electrons entering the electric field between the hemispheres are

deflected towards the inner sphere. The electron’s trajectories depend

on the relative amounts of the kinetic energy E′kin at the moment of

entering the electric field and the strength of the field Epass itself. If

the kinetic energy of the incoming electron is large with respect to

Epass, this electron will hit the outer shell. If, on the other hand, E′kin is

too small, the electron will collide with the inner shell. Only the subset

of electrons with E′kin in a range defined by Epass will travel through

the whole hemisphere and make it to the detector at the other end. In

this manner, electrons of a given kinetic energy range can be selected
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Figure 2.4: Schematic cross section of a hemispherical electron analyzer.

Electrons (e−) enter the analyzer through the entrance slit after having

gone through a system of electron lenses and the retardation potential

Vr. By applying a voltage between the inner and outer hemispheres, an

electric field is generated that guides the electrons onto the detector. The

trajectory of an electron depends on the applied voltage and its kinetic

energy and momentum. Figure adapted from [49] (CC BY-SA 4.0).

by adjusting Epass and Vr accordingly.4

We have seen how electrons with different kinetic energies end up

at different radial positions at the outgoing end of the hemispherical

analyzer. Similarly, the position at which an electron enters the analyzer

through the entrance slit is translated to a polar position on the outgoing

end. Since the position along the analyzer entrance slit is a consequence

of the electron’s momentum, we see that in this manner both energy

and momentum are encoded in the position at which the electron

leaves the analyzer. This position can be recorded with a suitable

detector – usually a charge coupled device (CCD) camera prepended

by a microchannel plate for increased detection efficiency – and later

translated back into the original energy and momentum information of

4As Epass also defines the energy window and is coupled to the energy resolution,

one typically uses Vr for the selection of kinetic energy while keeping Epass constant.
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the recorded electrons (section 4.1.1).

Commercially available analyzers were used for the experiments

presented in this thesis. At most of the visited beamlines an analyser

by Scienta [50] is installed. The SX-ARPES measurements conducted

at the ADDRESS beamline made use of a model by SPECSTM [51].

2.3 Physical description of the photoemission process

Descriptions of the photoemission process are abundantly present in

the literature and in published theses. The depths of these descriptions

range from rather brief and concise [42, 52, 53] to more in-depth [39,

54, 55] or with a focus on certain aspects, such as matrix element

effects [56] or the spectral function [38]. Here, I therefore do not

aim at repeating what has already been said in a better way than I

possibly could. Instead, I choose to take a rather brief path towards

the elements that are most important to the work presented here:

polarization selection rules and Fano resonances.

2.3.1 The photoemission intensity

In simple terms, the photoemission process consists of an electron

in a solid in its initial state that interacts with a photon. Through

that interaction the electron acquires additional energy and is expelled

from the solid into vacuum, reaching its final state. However, strictly

speaking one would have to treat the collective of electrons inside the

solid as an N particle initial state that interacts with the electromagnetic

field of the photon to produce a collective final state. Instead of treating

this whole process as one quantum mechanical transition, it has been

found to be much more practical to divide the process up into individual

segments that can be handled more easily:

1. an electron inside the solid absorbs a photon, gaining kinetic

energy,
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2. the electron travels through the solid towards the surface and

3. the electron passes the potential barrier and is transmitted into

vacuum.

This division constitutes the so-called three-step model .

Since the expelled electron gains relatively high kinetic energies and

one can safely assume that the remaining electrons quickly rearrange

to screen the effective attractive potential of the hole left behind, one

usually employs the so-called sudden approximation and treats the

interacting electron as instantaneously independent of the remaining

N − 1 electron system. The only effect the expelled electron feels is

the net periodic potential inside the bulk.

Since the wavelengths of the used photons are orders of magnitude

larger than the atomic length scales, a third approximation can be

made in that the electromagnetic vector field operator can be taken to

be independent of the position r. This dipole approximation simplifies

the interaction Hamiltonian.

Combined, the mentioned approximations lead to the following

expression for the photoemission intensity I as a function of electron

momentum k and energy ω:

I(k, ω) ∝ |Mi ,f |2 · A(k, ω) · f (ω, T ) . (2.1)

f (ω, T ) denotes the Fermi-Dirac distribution

f (ω, T ) = (1 + exp [β(ω − µ)])−1 , (2.2)

with the chemical potential µ and the Boltzmann factor β = (kBT )−1.

The Fermi-Dirac distribution reflects the fact that only occupied states

can be probed by photoemission. Mi ,f is the so-called interaction

matrix element that gives rise to intensity variations across k-space. It

is also at the core of certain selection rules that will be discussed in a

later section. A(k, ω) is the particle removal spectral function that is

introduced in the framework of simplifying the untractable problem of
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dealing with a system of many (≈ 1023) interacting particles. It can

be thought of as the electronic dispersion and is, in essence, what we

are usually interested in measuring. A more rigorous definition of A
can be found in section 3.3.2 in equation (3.8).

2.3.2 Selection rules

The matrix element from equation (2.1) essentially constitutes a prod-

uct of the final state 〈φf |, the quantum mechanical vector field A and

momentum p operators and the initial state |φi〉: Mi ,f ∝ 〈φi|A · p |φf〉.
This expression mostly depends on the momentum vectors of initial

and final states ki and kf as well as that of the incoming photon khν
and its polarization vector ε. In this manner, the matrix element can

contribute to significant intensity variations throughout k-space. For a

thorough discussion on approximative expansions of the matrix element

the reader is referred to the excellent review by Simon Moser [56].

Here we focus solely on the effect of the polarization vector ε on Mi,f .

The expression 〈φf | ε |φi〉 is evaluated as an integral over space:

Mi ,f ∼
∫
R3

φf (r)εφi(r)d3r . (2.3)

The factors in the integrand can have certain symmetry properties. Of

particular interest is the reflection with respect to the experimental

mirror plane R. This plane is defined by the directions of the incoming

photon khν and the outgoing electron kf (or, in more pragmatic terms,

by the origin of the incoming light, the sample position and the analyzer

slit), see figure 2.5. Eigenfunctions of R can have an eigenvalue of

+1, meaning the reflect perfectly onto themselves, or −1 in which

case they reflect exactly on their negation. An eigenfunction fulfilling

the former is called even, one of the latter case is called odd . It

turns out that all three factors of the integrand can be eigenfunctions

of R – at least within reasonable approximation: (i) The available

polarizations ε at ARPES endstations are usually constructed to be
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parallel (π) or perpendicular (σ) to the experimental mirror plane, so

the corresponding photons are even or odd, respectively. (ii) For the

electron’s final state φf the free electron final state approximation has

proven to be very practical. Under this approximation, the final state

is assumed to be that of a free electron traveling through vacuum

within the experimental mirror plane and is thus even. (iii) Finally, the

electron’s initial state φi has a symmetry with respect to the crystal

lattice. By proper orientation of the sample and depending on the

symmetry properties of the electron orbital in question, it may or may

not be possible to make it an eigenfunction of R. This forms the basis

for making use of the polarization selection rules in ARPES as we will

see shortly.

x

y

z
mirror planeincoming photon

to analyzer

sample plane

1
Figure 2.5: Scheme of the experimental mirror plane. It is spanned by

the vectors of the incoming photon beam and the one connection the

emission location to the center of the electron analyzer.

Having established that the integrand in equation (2.1) can often

be made a product of even or odd functions, we remind ourselves of the
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simple fact that the integral of an odd function over all of R3 vanishes

because all the parts in the positive domains cancel out those in the

negative domains. Since φf can be taken to be even, as established in

the last paragraph, the whole integrand becomes odd if either ε or φi

are odd, but not both at the same time. Whenever we have an odd

integrand, Mi,f vanishes and with it the ARPES intensity I(k, ω) as a

whole. Through appropriate arrangement of the sample orientation and

the used light polarization ε we can therefore suppress specific states

in the signal. If employed systematically, these simple selection rules

therefore allow extracting information about the symmetry character

of the electronic initial state φi. The selection rules are summarized in

table 2.2.

Table 2.2: Summary of the polarization selection rules in ARPES. Since

the final state φf is even, if the product of the initial state φi and the

polarization operator ε happens to be odd we will get a vanishing transition

probability 〈φf | ε |φi〉.

φi light

polarization

〈φf | ε |φi〉

even π 6= 0

odd π = 0

even σ = 0

odd σ 6= 0

2.3.3 Fano resonances

The matrix element that appears in the expression for the photoemission

intensity described by equation (2.1) can be seen as a measure for the

interaction probability between the incoming photon and the ejected

electron. As we have seen in the preceding section, there are cases
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where this probability drops to zero. There are, however, also situations

where this probability is strongly enhanced. Exciting the system at a so-

called Fano resonance presents one of these cases, and it is commonly

used in photoemission experiments [57].

The Fano resonance is a general consequence of interacting waves

and can therefore be encountered in many areas [58]. It arises due

to the interference of a discrete excitation mode with a continuum of

modes, that are in this context referred to as background. A precise

mathematical derivation can be found in the original work by Fano [59],

which explained the line shape of inelastic electron scattering at He,

where two processes interfere: the scattering of the electron at the He

atom (background) and the excitation of a He atom with subsequent

ejection of an electron through autoionization (discrete). A somewhat

intuitive explanation for the effect can be reached if one considers a

system of two coupled harmonic oscillators O1 and O2, each with their

espective eigenfrequency ω1 and ω2. We now imagine that one drives

oscillator O1 with an externally applied force at frequency ω. The

situation for is depicted schematically in figure 2.6 (a). The equations

of motions for the system are

ẍ1(t) = −ω2
1x1(t)− γ1ẋ1(t) + k [x1(t)− x2(t)] + f (t) (2.4)

ẍ2(t) = −ω2
2x2(t)− γ2ẋ2(t) + k [x2(t)− x1(t)] . (2.5)

We are interested in the frequency responses of the two oscillators, so

it is useful to Fourier transform the equations:[
d2

dt2
+ γ1

d

dt
+ ω2

1 − k
]
X1(ω) + kX2(ω) = F (ω) (2.6)[

d2

dt2
+ γ2

d

dt
+ ω2

2 − k
]
X2(ω) + kX1(ω) = 0 , (2.7)

where the capital letters designate the respective Fourier transforms,

Xi(ω) = Fxi(t). This system of equations can be solved for the
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frequency responses χi which works out to:

χ1(ω) =
X1(ω)

F (ω)
=

1

c1(ω)
(

1− k2

c1(ω)c2(ω)

) (2.8)

χ2(ω) =
X2(ω)

F (ω)
= − k

c2(ω)
χ1(ω) (2.9)

where we introduced the terms

c1(ω) = ω2
1 − ω2 + iγ1ω − k (2.10)

c2(ω) = ω2
2 − ω2 + iγ2ω − k . (2.11)

Without any coupling between the two oscillators, it is clear that the

frequency dependent amplitude of the response of the system will show

the typical Lorentzian resonance profile, peaking at ω = ω1. For a

nonzero coupling and for ω2 far enough away from ω1, lying somewhere

in the tails of the uncoupled resonance profile, one would find that the

resonance of O2 at ω2 manifests itself in the total frequency response

of the system, see figure 2.6 (b). In this viewpoint, ω2 can be seen

as the discrete state, while the continuous background spectrum is

provided by the tails of the uncoupled resonance profile of O1.

In the case of photoemission, the continuum of excitations is

provided by the usual photoemission process of an electron in the

valence band region. In this context, we speak of a continuum because

the electron can be photoemitted by every incoming photon energy hν,

as long as it is larger than the binding energy plus the work function:

hν >= EB + eΦ. On the other hand, the discrete state here refers to

the resonant excitation of a core electron into the valence band and

the subsequent photoemission through autoionization. This process

has a finite interaction probability only if the excitation energy is close

to the energy difference between the core and valence states — but

when it does contribute, it enhances the signal significantly thanks to

the resonant nature of the transition. The difference between the two

processes is schematically depicted in figure 2.7.
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Figure 2.6: Toy model for the explanation of the Fano resonance.

(a) Drawing of two pendulums coupled by a spring, where the left pendu-

lum can be driven by an external motor. (b) Frequency response for this

system as given by equation (2.8). The used values are ω1 = 1, ω2 = 1.2,

γ1 = 0.02, γ2 = 0.0, k = 0.05. The main peak of O1 is slightly redshifted

from ω = ω1 due to the coupling. The resonance peak of O2 manifests

itself as a peak in the background region of the main peak, near ω = ω2.

Notice the characteristic line shape that quickly drops to 0 just before

reaching the peak.

This fact can be used in photoemission to enhance the relative

intensity of certain electronic states [57]. In particular, by tuning the

excitation energy to a suitable transition of one of the atoms in a

compound, one can enhance the signal of the electronic states that

predominantly stem from that atom. This knowledge can provide

valuable insights into the origins of the observed band structure. We

will make use of this fact in chapter 7.
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(a) (b)

hν

hν

Figure 2.7: Simple schematic diagram of (a) photoemission and (b) reso-

nant autoionization. Two energy levels are drawn, occupied by electrons

(blue circles). In the photoemission process (a) the incoming photon with

energy hν interacts with the electron in the upper energy level, transferring

all its energy to it, resulting in the electron being emitted. In (b), the

photon interacts with the lower lying electron, allowing it to hop to a

different energy state. In a second step, the excited electron relaxes back

to its original state, thereby transferring its excess energy (which is again

hν) to another electron that can be photoemitted.
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Chapter 3:
Review of
condensed
matter theories

Dealing with systems with astronomically large numbers

of particles poses an enormous challenge to physical and

computational methodologies. The tremendous efforts at

tackling this problem have led to a rich system of theories,

each one more sophisticated than the one before, that

partly complement and partly build upon each other. In

the present chapter we aim at giving a brief overview over

a selection the theoretical concepts with a strong focus on

the ones that provide the direct basis for work presented

in this thesis. Section 3.1 acts as an overall introduction

that summarizes the earliest and most commonly used

approximations. It directly leads to the description of
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density functional theory in section 3.2. Section 3.3

formally introduces the spectral function that is at the

heart of angle-resolved photoemission spectroscopy and

gives a brief explanation of many-body perturbation theory.

The chapter concludes by linking different theoretical

viewpoints together at the example of the Kadowaki-

Woods ratio.
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3.1 The many-body problem

The core problem of solid state physics is that we are dealing with a

system of ∼ 1023 interacting particles – nuclei and electrons. Obviously,

this is completely untractable, neither analytically nor computationally.

The challenge, therefore, lies in finding reasonable simplifications that

open a pathway for solving the problem. A first such simplification is

the Born-Oppenheimer or adiabatic approximation, that proposes to

split up the total wave function of the system into an electronic part

that depends on the nuclear and electronic coordinates and a nuclear

part which only depends on the nuclear coordinates. The assumption

that the nuclear wave function does not depend very much on the

electronic coordinates is justifiable since the electronic mass is orders

of magnitude smaller than the nuclear mass, especially for larger atoms.

This simplified system is, however, still completely untractable.

The Hartree-Fock approximation allows to simplify the problem

to a point where it can be solved: A system of non-interacting iden-

tical fermions can be described by a properly antisymmetrized linear

combination of single particle states. This is exactly provided by a

Slater determinant. The ground state for the interacting system should

then be given by a superposition of Slater determinants. The idea

of the Hartree-Fock approximation instead is to use just one single

Slater determinant to describe the state of the interacting system.

This simplification leads to a system of equations that can be solved

computationally, however the results systematically underestimate the

experimentally measured bandwidths of semiconductors. The reason

lies in the fact that electronic interactions, while represented in the

Hamiltonian, are not encoded in the Slater determinant (only the Pauli

principle is) and the information about dynamical correlation is therefore

missing.
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3.2 The Kohn-Sham equations and the local density

approximation

An approach outside the Hartree-Fock approximation is based on the

Hohenberg-Kohn theorem, which essentially states that all properties

of the system can be described by a unique functional of the ground

state density alone. This provides the foundation for density functional

theory (DFT) wherein the problem of solving the N particle system

reverts to finding its ground state density n0, which is the one that

minimizes the system’s energy. Kohn and Sham have assumed that

for every system of interacting particles, there exists a system of non-

interacting ones with the same density. Following this line of thinking

led them to a set of equations that can be solved self-consistently, the

Kohn-Sham equations:

Vi(r) = Vext(r) +

∫
dr′W (r, r′) · ni(r′) + Vxc ([ni ] , r) (3.1)

(
− ~

2

2me
∇2 + Vi(r)

)
· φn(r) = εnφn(r) (3.2)

ni+1(r) =

N∑
n=1

|φn(r)|2 (3.3)

Here, Vext stands for the external potential of the nuclei, W denotes

the Coulomb repulsion between electrons, Vxc is the so-called exchange

correlation energy – a quantum phenomenon with no classical analog –

and the φn denote single particle wavefunctions with their energies εn.

This system of equations can be solved by assuming a certain starting

form of the electron density n0(r) to find a first approximation for the

potential V0 by using equation (3.1). The electron orbitals φn can be

computed for this V0 with equation (3.2). These orbitals, in turn, can

be used through equation (3.3) to determine a better approximation

to the electron desity, n1. The procedure continues by plugging the
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new n1 into the first equation and going through the same steps again.

This can be repeated until the values of the density do not change

significantly anymore.

However, Vxc, a crucial parameter for this whole calculation, remains

unknown. It can be determined exactly for a homogeneous electron gas,

but not for the actual, inhomogeneous system. This is where the local

density approximation (LDA) comes in. Since the exchange correlation

energy can be determined for a homogeneous electron gas and these

numerical results can be parametrized as a function of density, they

are used in the LDA to approximate the exchange correlation energy

for the inhomogeneous system. It is simply assumed that at any point

r, the system with local density n(r) has a its value for the exchange

correlation energy equal to that of a homogeneous system of the same

density.

DFT in the LDA provides the foundation for countless electronic

structure calculations that have been carried out by the solid state

physics community over the years. It is routinely implemented in

code bases that allow for such calculations [60, 61] and there exist

several extensions, such as the generalized gradient approximation

(GGA). It is certainly a hugely successful theory, even though it has its

limits. For example, it systematically underestimates the band gaps in

semiconductors and is known to have difficulties predicting the levels

of f electronic orbitals, as the LDA becomes less applicable with these

more localized states. Despite those shortcomings, most approaches

that go beyond DFT, such as dynamical mean field theory (DMFT),

still rely on it for a first input and it will certainly remain a central

element in the collective toolbox of solid state physics.

3.3 Excited electronic states

DFT as described in the preceding section is essentially a theory and

methodology for the ground state. Different approaches are necessary

in order to describe excitations of the system. One way that has
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proven to be very successful for the low energy excitations is Landau’s

theory of Fermi liquids [62]. Before reviewing the core concept of a

Fermi liquid, we are going to focus on a different pathway that is more

directly linked to the microscopic processes in photoemission: Green’s

function approach and many-body perturbation theory (MBPT). The

microscopic Green’s approach is closely linked to the macroscopic Fermi

liquid theory, as we will discuss towards the end of this section.

The goal in MBPT is to describe the response of the full system of

electrons to the addition or removal of an electron. The latter is, of

course, exactly what we are interested in in photoemission experiments.

The excited states are termed quasiparticles (QPs) which can be

electron- or hole-derived and their wave functions to quantum number

s are denoted as fs(x). Starting point is the Schrödinger equation

(
− ~

2

2m
∇2 + V (x)− Es

)
fs(x) +

∫
Σ(x, x′;Es)fs(x′)dx′ = 0 .

(3.4)

The x contain the space and spin coordinates. V denotes the static

potential of the ions and Es the energy eigenvalue. The new quantity

Σ is the so-called self-energy. It is meant to contain the net effect of

all the statistical and dynamical correlations [including, among other

things, VXC from equation (3.1)] and is a priori unknown. One could

say that we are packing everything we are not really able to describe

into this new term. In some sense this means that we are transforming

the problem of the many-body system to that of finding reasonable

approximations to the self-energy.
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3.3.1 The spectral function

Equation (3.4) can be tackled by using a Green’s function approach.

This means that we look for a function G(x, x′;E) which satisfies(
− ~

2

2m
∇2 + V (x)− E

)
G(x, x′;E) +∫

Σ(x, x′′;E)G(x, x′′;E)dx′′ = −δ(x− x′) . (3.5)

G(x, x′;E) represents the response of the system to an infinitesimal

perturbation. Through a series of considerations (see equations (C.1)

to (C.12)) it can be shown that a form like

G(x, x′;E) =
∑
s

fs(x)f ∗s (x′)
E − εs + i∆ sgn(εs − EF)

(3.6)

satisfies section 3.3.1 and therefore fulfills the requirements for a

Green’s function. In equation (3.6), εs denotes the excitation energy,

that is the difference from the ground state to the state with an

additional/removed particle and the fs are the QP amplitudes. EF

is the Fermi energy and ∆ represents an infinitesimal that is added

in order to formally reach convergence. Confer section C.1 for more

details. One can rewrite this in the so-called spectral representation

G(x, x′;E) =

∮
C

dE′
A(x, x′;E′)
E − E′ (3.7)

where we have introduced the spectral function

A(x, x′;E) =
∑
s

fs(x)f ∗s (x′)δ(E − εs) . (3.8)

The spectral function A is the same object we have encountered

in section 2.3 in equation (2.1). A essentially represents what is

measured in a photoemission experiment and we therefore have a strong
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motivation to find concrete expressions for it that can be used to model

the photoemission intensity. In order to reach such an expression, we

first provide an alternate relation between G and A that results from

carrying out the contour integral in equation (3.7):

A(x, x′;E) = − 1

π
sgn(εs − µ) ImG(x, x′;E) . (3.9)

Next, we realize that it is more natural to express G and A in terms

of the principal quantum number n and the QP momentum vector k

instead of the space and spin coordinates x. The results of MBPT

then lead to

G(n, k;E) =
1

E − εn,k − Re Σ(n, k;E)− i Im Σ(n, k;E)
, (3.10)

which diverges for energies

En(k) = εn,k + Re Σ[En(k)] + i Im Σ[En(k)] . (3.11)

The interpretation of equation (3.10) is that the system has decaying

excitations at the complex energies En(k) with the energy peak shifted

by Re Σ with respect to the unperturbed case εn,k and an inverse lifetime

proportional to − Im Σ. Note the implicit nature of equation (3.10): in

order to find the excitation energies En(k) we have to evaluate the (a

priori unknown) self-energy at the excitation energy itself. In order to

overcome this, one usually assumes that the real part of the self-energy

varies slowly and that the real part can therefore be expanded around

the unperturbed energy εn,k

Re Σ(En(k)) ≈ Re Σ(εn,k) + (E − εn,k)
∂Σ

∂E

∣∣∣∣
E=εn,k

. (3.12)

We now introduce the dynamical renormalization factor Zn,k,

Zn,k =

(
1− ∂ Re Σ

∂E

∣∣∣∣
E=εn,k

)−1

, (3.13)
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which can be interpreted as a measure of interaction strength. Z = 1

corresponds to no electronic interactions, while for 0 < Z < 1, a

smaller value of Z indicates a stronger correlations. With Z we can

write

G(n, k;E) =
Zn,k

E − εn,k − Zn,k [Re Σ(εn,k) + i Im Σ(εn,k)]
. (3.14)

And finally, by use of equation (3.9) we find the desired expression for

the spectral function:

A(n, k;E) =
1

π

Z2
n,k Im Σ(εn,k)

[E − εn,k − Zn,k Re Σ(εn,k)]2 + [Zn,k Im Σ(εn,k)]2 .

(3.15)

In order to get an understanding for these results, it is instructive

to discuss the case of a non-interacting system, characterized by a

vanishing self-energy, Σ = 0. In this situation, removing or adding an

electron from or to the system would not affect the remaining electrons.

The corresponding energies, as given by equation (3.11), are just the

bare band energies εn,k, as given by a DFT calculation in the LDA.

The spectral function in this case reverts to a delta function at the εn,k
and the (angular) photoemission spectrum simply shows peaks at the

respective energy (and k) values. For more general cases, the practical

effect of the self-energy on the obtained angle-resolved photoemission

spectroscopy (ARPES) spectra is that the real part Re Σ shifts the

energy level of the peaks, while the imaginary part Im Σ leads to a

broadening.

An important property of the self-energy Σ should be noted here.

Since Σ is effectively a response function, its real and imaginary parts

are linked by Kramers-Kronig relations, as is fundamentally true for

response functions obeying causality. Concretely, this means that the
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following equations hold:

Re Σ(E) =
1

π
P
∞∫
−∞

Im Σ(E′)
E′ − E dE′

Im Σ(E) = − 1

π
P
∞∫
−∞

Re Σ(E′)
E′ − E dE′ .

(3.16)

These relations principally allow the construction of either the real or

imaginary parts of the self-energy from the knowledge of the other.

Alternatively, fulfilling the Kramers-Kronig relation can be seen as a

criterion that any model or experimentally determined result for the

self-energy must fulfill.

3.3.2 Many-body perturbation theory

The core problem of equations (3.14) and (3.15) is that the shape

of the self-energy is still unknown. One way to find it, is by means

of a perturbative approach, where the effects of the self-energy are

treated as a small deviation from the non-interacting case. In practice,

this amounts to considering higher order scattering terms in the total

Green’s function. For example, to first order, in addition to the unper-

turbed propagation of an electron, two scattering processes have to be

considered: Coulomb scattering with another electron, whereby some

momentum transfer occurs and the generation of an electron–hole pair.

It turns out that if only first order terms are considered, this approach

is equivalent to the Hartree-Fock approximation that was mentioned in

section 3.3. Higher order terms will include repeated combinations of

these two elementary processes. The number of processes to consider

is already quite large (> 10) at second order, making this task increas-

ingly difficult. In the random phase approximation only one of these

processes — the one that is considered to be dominant — is taken at

every order.
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Figure 3.1: Calculated versus experimentally determined band gaps for

31 different semiconducting materials. The LDA values consistently

underestimate the band gap, as can be seen by their deviation from the

horizontal line at 0. The MBPT values for the same compounds all end

up in near perfect agreement with the measurements. In particular, the

remaining deviations are of statistical instead of systematic nature. Figure

adapted from [63] wherein the used data and references for the theoretical

and experimental values can be found.

Such calculations have provided a significant improvement over the

LDA results for many semiconducting materials [63], as is showcased

in figure 3.1. Despite its successes, like any approximation, MBPT has

its limitations. It fails in the case of very large interaction strengths.

For exapmle, the Mott insulating state, which is purely due to strong

correlations, is not explained by MBPT. It also tends to incorrectly

predict the location or appearance of satellite peaks [64].
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3.3.3 Connection to Fermi liquid theory

We will now briefly review some of the core ideas in Landau’s Fermi liquid

theory. This will give us the foundation to show how it is connected

to the concepts of the spectral function and the self-energy that were

just discussed, and how this opens the door for testing the theory

experimentally and for measurements of the contained parameters.

The core idea of the macroscopic Fermi liquid theory [62] is that

all states of the interacting system have a direct counterpart in the

non-interacting system, the ideal Fermi gas. One can reach the states

of the interacting system by starting from the non-interacting one and

adiabatically turning on the interactions. This implies that the number

of states remains conserved and therefore a priori excludes phenomena

like superconductivity. Furthermore, the scattering events that are

considered within this framework can only occur between particles in

an energy window of ±kBT around the Fermi level and have to adhere

to momentum conservation. These facts restrict the validity of the

theory to low temperatures and low binding energies.

It is found that the net effect of all the interactions is for the

electrons to behave as if they were non-interacting (free) particles with

a renormalized energy, finite lifetime and an effective mass m∗: QPs.

The effective mass is given through the Fermi velocity,

vF = |∇kεk|k=kF
=

kF

m∗
. (3.17)

Notice that m∗ is in general not a scalar quantity but rather a tensor

with energy and k dependence.

Expectations for the macroscopic observables can be derived for

such a system of Fermi liquid QPs. The electronic specific heat of

a Fermi liquid C scales with temperature T while its resistivity is

proportional to T 2 [equations (3.20) and (3.21)] below an energy scale

ωc . In the limit kBT � ωc , the Wiedemann-Franz law [65] dictates

a fundamental relation between heat and charge conduction. Under

sufficiently strong electron correlation (ωc → 0), the Fermi liquid
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concept breaks down and is replaced with a Mott insulating or non-

Fermi liquid state. Studying this breakdown route is an important step

to conceptualize non-Fermi liquids that are often found in the context

of unconventional superconductivity [66–69].

We see that in both, the microscopic approach and the macro-

scopic Fermi liquid theory, we end up containing the net effect of

the interactions in one term: Σ(k, E) and m∗(k, E) respectively. It is

therefore natural to think that a link between these quantities should

exist. Indeed, it can be shown that in the vicinity of the Fermi level EF

1

m∗
=

[
1

m
+

1

~2kF

∂ Re Σ(k, EF)

∂k

∣∣∣∣
k=kF

]
· ZkF

, (3.18)

i.e. m∗ ∝ Z−1. From this follows an expression for the self-energy

that describes a Fermi liquid:

ΣFL(k, E) = α(k)E + iβ(k)[E2 + (πkBT )2] . (3.19)

In practice, one often makes the additional assumption that the

k dependence of the self-energy is small and can approximately be

ignored. Such a Fermi liquid is called local and the considerations

in the following sections will be based on a local Fermi liquid, unless

stated otherwise.

Experimental ARPES spectra can be fitted in order to determine

the parameters in equation (3.19) (see section 4.2) which in turn,

through Fermi liquid theory, relate to macroscopic quantities such as

the electronic specific heat or the resistivity. Indeed, the self-energy is

closely linked to experimental observables, as we shall try to sketch in

the following.

Kadowaki-Woods ratio

We are interested in the coefficients A and γ that are found in the

expressions for resistivity and electronic specific heat of a Fermi liquid,
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respectively:

ρ(T ) = ρ0 + AT 2 (3.20)

cel(T ) = γT . (3.21)

Rice first observed that the ratio A/γ2 (now called the Kadowaki-

Woods ratio) appeared to be a constant for many transition metals [70].

Almost 20 years later, after the discovery of heavy fermion systems,

Kadowaki and Woods proposed that A/γ2 was also a constant for

members of the heavy fermion family — though a different one than

that for the transition metals [71]. Similar behaviour is, however,

not observed for other material classes such as the oxides or organic

compounds. And even some heavy fermion compounds do not seem

to follow the rule. The situation is depicted in figure 3.2 (a).

However, the following highly simplified arguments would actually

suggest that a more universal relation between A and γ could be

expected to exist. Loosely speaking, the resistivity ρ is linked to the

scattering rate of QPs in a material, which is the inverse of their

lifetime τ . The inverse lifetime, on the other hand, is proportional to

the imaginary part of the self-energy:

ρ ∝ A ∝ τ−1 ∝ Im Σ . (3.22)

Similarly, the electronic specific heat is proportional to the effective

mass m∗, and through equation (3.18) we therefore get a connection

between γ and the dynamical renormalization factor Z:

cel ∝ γ ∝ m∗ ∝ Z−1 . (3.23)

Additionaly, the real and imaginary parts of the self-energy are con-

nected through the Kramers-Kronig relation, equation (3.16).

With such a level of interconnectedness between the different coef-

ficients one could be tempted to think that there should be a unifying

relation. Indeed, in 2009 another attempt at finding such a ratio

eventually succeeded. Jacko, Fjærestad and Powell rescaled the A/γ2
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Figure 3.2: Kadowaki-Woods ratio. (a) Plot of the squared coefficient γ

of the electronic susceptibility against the coefficient A of the linear term in

the resistivity for representatives of different material classes. Dashed lines

indicate the constant ratios of A/γ2 suggested by Rice for transition metals

and Kadowaki and Woods for heavy fermion systems. Some compounds do

not seem to follow the constant A/γ2 law. (b) By applying a scaling fdx(n)

that takes into account the system’s dimensionality, electron density and

the interlayer spacing Jacko, Fjærestad and Powell were able to show that

Afdx(n)/γ2 appears to be a universal constant across different material

families. Figure recreated after [72].

ratio by a factor fdx(n) that depends on the system’s dimensionality, its

electron density and the interlayer spacing (for layered system). The

result is depicted in figure 3.2 (b), where all the compounds across four

different classes of correlated materials nicely fall on the proposed line

— despite the fact that A and γ2 vary over many orders of magnitude.
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Chapter 4:
ARPES data
treatment and
analysis

Angle-resolved photoemission spectroscopy (ARPES) is a

fascinating experimental technique, both from the phys-

ical and technical points of view, as elaborated upon in

chapter 2, but also in terms of the practical experience

for the experimenter. The process of planning, prepar-

ing and carrying out an experiment at a synchrotron is

certainly rather unique and exciting. Finishing the ex-

periment, however, just signifies the beginning of the

next challenge: The collected data awaits being sifted

through, visualized and analyzed such that meaningful

physical statements can be extracted and novel insights

be gained. The amount of treatment and processing
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involved in ARPES data analysis is rather large and many

technical and physical aspects have to be considered.

The present chapter aims at giving a thorough review

of the steps that are required to transform the arrays

of numbers obtained at the measurement station into

a meaningful picture. Section 4.1 reviews the typical

processing routines of angle to conversion, energy cor-

rection, background subtraction and band tracing and

discusses some technicalities involved with those. Princi-

ples of the analysis for the prominent case of extraction

of the self-energy from ARPES spectra is described in

section 4.2. The chapter closes with section 4.3, where a

discussion about the importance of fast data visualization

in synchrotron science and other fields precedes the pre-

sentation of the data-slicer package, a software tool

I have developed during my PhD studies to account for

just that need. Results and contents of the latter section

have been published in a peer-reviewed journal [5].
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4.1 ARPES data treatment

The principle of an electron analyzer as described in section 2.2.3

allows separating photoelectrons according to their kinetic energies and

momentum components. However, the event that is actually measured

is the impact of an electron on a pixel of the charge coupled device

(CCD) camera. The task of the experimenter is it then to translate

these pixel coordinates to the corresponding (E, k‖) values. The basics

of these transformations are explained in the following.

4.1.1 Conversion of photoemission angle to momentum

Photoelectron momentum

Within the three-step model (section 2.3.1) the photoelectron goes

through three distinct states: the bound state before photon absorbtion,

the plane wave travelling towards the material surface with wave vector

k0 and energy E0 and the free electron plane wave in vacuum with

wave vector k1 and energy E1. The bound state absorbs the full energy

hν and momentum of the photon. However, the photon momentum

is negligibly small in this situation.1 The energetic price for leaving

the bound state is the sum of the state’s binding energy EB and the

material’s work function eΦ. Consequently, the final, free electron’s

kinetic energy is given by

~2k2
1

2m
= E1 = hν − EB − eΦ

⇒ k1 =

√
2m

~
√
hν − EB − eΦ .

(4.1)

Before the electron leaves the crystal surroundings it was embedded

in the crystal’s potential, which it has to traverse before leaving the

potential to vacuum. One could expect that travelling through the

1The photon momentum needs to be considered in the case of the higher photon

energies used in soft x-ray ARPES (SX-ARPES).
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crystal potential and then escaping through the sample surface, which

presents a nontrivial electrostatic situation, to a suddenly potential-free

region would generally affect the electron’s trajectory. It turns out,

however, that this process can be satisfactorily modeled by a constant

inner potential V0 that drops to zero at the sample surface as a step-

function [39]. Traversing this inner potential step then just comes at

the additional cost V0:

E1 = E0 − V0 . (4.2)

Importantly, the momentum component parallel to the sample surface

is conserved in this process. Leaving the crystal and passing the inner

potential step therefore only affects the perpendicular momentum

component:

k1,‖ = k0,‖ (4.3)

k1,⊥ =

√
k2

0,⊥ −
2mV0

~2
. (4.4)

In angle-resolved photoemission spectroscopy (ARPES) we measure

the angles θk along the analyzer slit from which we can reconstruct

the momentum vectors in the lab frame as

klab
1 = k1

 sin θk sin γ0

sin θk cos γ0

cos θk

 , (4.5)

with γ0 referring to the angle of the analyzer slit with respect to the

experimental mirror plane that is defined in section 2.3.2 of chapter 2.

γ0 = 0◦ corresponds to the horizontal geometry, depicted in figure 4.1,

while in the vertical geometry we have γ0 = 90◦. These vectors now

have to be transformed to the sample coordinate system.
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Rotation to the sample frame

A typical ARPES geometry is depicted in figure 4.1, where the sample

is imagined to be located at the center of the coordinate axes. In the

following we will denote the coordinate system of the lab frame as

X with axes x , y and z and the coordinate system of the sample as

X ′′ with axes x ′′, y ′′ and z ′′. The singly primed coordinate system X ′

represents an intermediate frame that we will be introduced shortly.

x

y

z

~k

θk
hν

α

β

γ

1
Figure 4.1: The experimental geometry. The mirror plane defined by the

incoming photon and the outgoing electron with wave-vector ~k is the yz

plane in this example. Here, the analyzer slit is oriented in this plane,

therefore this is the horizontal analyzer slit geometry.

The manipulator allows rotations about three axes. The first one

is the rotation about the x axis by angle α. Notice that naming

conventions differ from beamline to beamline (cf. table 4.1). This

first rotation is independent of the other two. Independent here means

that, irrespective of the state of the other two angles, we always rotate

around the original x axis, perpendicular to the experimental mirror plane

(see figure 2.5 and the containing section). The other two rotations

are dependent on α and each other, meaning that their respective axis

of rotation will generally deviate from the original coordinate axes of
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system X. The angle of rotation around the current y axis will be

called β in the following. In the horizontal analyzer slit geometry, this is

what is changed in order to record a k-space map. Finally, the rotation

about the current z ′ axis is often called the azimuth or φ, while for

consisteny we will call it γ here. It is worthwile to note that in ARPES,

rotations about γ correspond to k-space rotations about the same

angle.

x

y

z
z ′

x ′

β

β x

y

z
z ′

x ′

z ′′

y ′′

x ′′

α

α

1
Figure 4.2: The first rotation of β about the y axis (left) and the second

rotation of α about the original x axis (right), leading to the sample

coordinate system Σ′′.

In order to convert the measured vectors of equation (4.5) from

the lab to the sample frame we start by first rotating the coordinate

system by the angle β around the y axis (figure 4.2, left). The result

is, that we find ourselves in the intermediate sample frame X ′. In a

second step, we then rotate by α around the original x axis (figure 4.2,

right). Alternatively, one could first rotate by α around x and then

by β around the new y ′ axis, but mathematically this turns out to
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be the same: Ry ′Rx = RxRyR
−1
x Rx = RxRy . Note that we do not

need to explicitly worry about the azimuthal rotation γ. As mentioned

before, azimuthal rotations follow a correspondence between real and

reciprocal space: No matter what frame we are in, γ always signifies a

rotation about the current z (or z ′ or z ′′) axis.

In order to express klab in the sample frame, we have to apply

the inverse transformation to it. The calculation can be found in

section C.2 of appendix C. This evaluates to

ksample
1,x =k1(sin θk sin γ0 cosβ

− sin θk sinα sinβ cos γ0

+ cos θk cosα sinβ)

ksample
1,y =k1(sin θk cosα cos γ0

+ cos θk sinα)

ksample
1,z =k1(− sin θk sinβ sin γ0

− sin θk sinα cosβ cos γ0

+ cos θk cosα cosβ) .

(4.6)

Finally, we need to consider the effect of the inner potential as in

equation (4.4):

ksample
0 =

 ksample
1,x

ksample
1,y√

(ksample
1,z )2 + 2mV0/~2

 . (4.7)

Simplifications for concrete geometries

For the horizontal analyzer slit geometry that is depicted in figure 4.1

with the slit in the yz plane (which here constitutes the experimental
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k‖

k⊥

kmaxν1kmaxν2

k0

k1

∝ √2mV0/~

1
Figure 4.3: Schematic of pertinent k-space vectors. The right half

shows how the momentum changes from k0 to k1 when passing the inner

potential step. Notice how the parallel component is conserved. The

smaller red and larger blue arcs indicate the shell of k vectors that is

probed for different photon energies hν. The kmax
ν demonstrate how larger

photon energies allow probing larger areas in k-space. Here hν2 > hν1.

mirror plane) we have that γ0 = 0 and the result of equations (4.6)

and (4.7) simplifies:

ksample
0 =

 k1 sinβ cos(α+ θk)

k1 sin(α+ θk)√
[k1 cosβ cos(α+ θk)]2 + 2mV0/~2

 . (4.8)

For the vertical geometry, where the analyzer slit lies in the xz plane,

perpendicular to the experimental mirror plane, the crystal momentum
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can be found as

ksample
0 =

 k1[sin θk cosβ + cos θk cosα sinβ]

k1 cos θk sinα√
k2

1 [cos θk cosα cosβ + sin θk sinβ]2 + 2mV0/~2


(4.9)

In this case, the data files come as a function of β, with a different α

for each slice of a map, as opposed to the horizontal geometry.

Azimuth

The azimuthal rotation Rz(γ) could have been included in all these

calculations. It turns out, however, that Rz ′′Ry ′Rx = RxRyRz , so if we

want to account for some azimuthal rotation, we can simply multiply

our converted ksample
0 with R−1

z (γ) — there is no additional warping or

bending introduced through the azimuth.

Table 4.1: Naming conventions at different beamlines (may be out of

date or otherwise faulty – use at your own risk). The analyzer position

defines whether the polarizations linear horizontal (LH) and linear vertical

(LV) refer to even and odd mirror symmetry or vice versa.

Beamline analyzer slit α β γ analyzer pos.

SIS horiz. theta tilt phi horiz.

ADRESS horiz. theta tilt azimuth vert.

I05 vert. polar tilt azimuth horiz.

CASSIOPEE vert. theta tilt phi horiz.

MAESTRO both alpha beta phi vert.
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4.1.2 Adjustment of the energy levels

In principle, it should be possible to calculate the trajectories of pho-

toelectrons of different kinetic energies from the geometry and field

strength inside the electron analyzer. In order to translate kinetic into

binding energies relative to the Fermi level EF, however, the usually

unknown value of the work function has to be included in the calcu-

lation. It is therefore more practical to determine the Fermi level by

comparison to a reference measurement.

The reference is obtained by repeating a scan with identical parame-

ters as are used for the measurement of the sample at a polycrystalline

metallic piece (usually Cu or Au) that is in electrical and thermal con-

tact with the sample under investigation and therefore has the same

temperature and the same value for EF. Since it is polycrystalline,

we expect an isotropic distribution of spectral weight below EF, i.e.

with no angular (k) dependence. More precisely, the occupation of

energy levels should follow the Fermi-Dirac distribution for Fermions

[equation (2.2)]. The strategy to determine the position of EF for every

angular channel is therefore to fit each energy distribution curve (EDC)

to the Fermi-Dirac distribution of the right temperature. In order

to mimick the effect of the finite resolution of the detection system,

one convolves the Fermi-Dirac distribution with a Gaussian bell curve.

The standard deviation σ of this Gaussian bell curve is proportional

to the instrumental resolution. Furthermore, since inelastic scattering

typically leads to a growing contribution of background counts with

increasing binding energy (see section 4.1.3), it is helpful to model this

by allowing for a linear slope below EF. In total, the fit function we

use in order to determine the Fermi level from reference EDCs is

fit(E,EF, T, σ,m) = (f ∗gσ)(E,EF, T, σ) + Θ(EF−E) ·m ·E (4.10)
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where

f (E, T, EF) = (1 + exp [β · (E − EF)])−1 (4.11)

β = (kBT )−1 (4.12)

gσ(E) = exp

[
−1

2

(
E

σ

)2
]

(4.13)

Θ(EF − E) =

{
0, if E > EF

1, otherwise
. (4.14)

By fitting this function to every EDC of a reference spectrum

we obtain the Fermi energy as a function of angular (k) channel.

This distribution contains some noise due to the uncertainty in the

fit. It is therefore common to either employ a polynomial fit to this

distribution or to smoothen it by means of a box-filter or similar

smoothing procedures. The now continuous Fermi energy versus angle

(k) distribution is used to correct the Fermi level in every channel. The

full Fermi level adjustment procedure is illustrated and explained in

figure 4.4.

4.1.3 Background subtraction

In virtually all spectroscopy methods, the obtained data contains an

intrinsic and extrinsic background. As an example, for the cuprates,

it has been demonstrated that these background contributions have

significant dependencies on binding energy [73]. In fact, the background

at binding energies of 1 eV might be an order of magnitude larger than

at or near the Fermi level. For comparison of band structures across a

wide range of binding energy, it can be useful to subtract the background

intensity.

Of course, different possibilities for modeling the background exist.

One of the classics is a background construction methodology first

proposed by Shirley [74]. Besides a trivial determination of detector
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Figure 4.4: Illustration of the Fermi level fitting procedure. (a) The points

represent an example EDC extracted from the reference spectrum shown

in (c). The red line is a fit of the function in equation (4.10) to the

data points. From this fit, the value of EF is determined for this angular

channel (dashed line). (b) The extracted values of EF for every angular

channel are plotted as points. The line is the result of applying a box-filter

smoothing algorithm. The dashed line represents the reference energy

that is used as the Fermi energy. (c) Raw reference spectrum from a Au

sample. One can see that the transition from occupied to unoccupied

levels occurs at different y (energy) coordinates for every angular channel.

The full and dashed lines are the same as in (b). (d) Energy-adjusted

Au spectrum. Each angular channel has been shifted according to the

difference between the full and dashed lines in (c) with the result that we

have a straight Fermi edge at the dashed line.

noise by averaging the intensity in a region of no physical signal (e.g.

above EF), the method suggests that the remaining background signal

is mainly due to inelastic scattering. The amount of electrons that

can be inelastically scattered at a given energy E is proportional to

the integrated density of states (DOS) above E. In other words, the

higher energy electrons can potentially be scattered and contribute to
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the signal at lower energies, but the lower energy electrons will not

appear as background at higher energies — at least not through first-

order inelastic scattering processes. Within this model, the background

subtracted intensity is found through the implicit equation

In+1(E) = In(E)− In+1(E = E0) · s ·
∞∫
E

In(E′)dE′ . (4.15)

Here, E0 is at an energy where no signal is expected and s is chosen such

that the converged intensity fulfills I(E0) = I(E > EF), in other words,

such that the background is completely removed. figure 4.5 shows the

construction of a Shirley background profile for an angle-integrated

x-ray photoemission spectrum.

Slight variations, extensions and alternative procedures to the Shirley

method, that effectively lead to very similar results exist [75]. More

specialized methods are needed for the concrete case of angle-resolved

photoemission. There, the Shirley procedure employed to the angle-

integrated spectrum smears out any actual k dependence in the signal by

increasing the background of all momentum distribution curves (MDCs)

even if high intensity is found for only for a few values of k . On the other

hand, using the Shirley scheme for each MDC independently effectively

assumes that inelastic scattering preserves k , which is difficult to justify.

In the specific case of the cuprates, a specialized methodology has

been suggested by Kaminski et al. [73]. They propose to fit each

MDC with Lorentzian curves and take the linear contributions as the

background signal for that energy (implicitly assuming k independence

of the background). However, that approach is limited to single-band

dispersions and quickly becomes impractical for multi-band systems, as

one would have to adapt the curve fitting to the number of (expected)

bands present in each MDC and it becomes unclear which linear part

to use as the background.

Another method that we wish to present here was (to the best of

our knowledge) first implemented by Christian Matt [76] and is loosely
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Figure 4.5: Construction of a Shirley background profile. (a) Data points

of an x-ray photoemission spectrum of Au. The shaded region shows an

integration range from a given binding energy (here 4 eV) downwards.

The point of the background profile shown in (b) at that same energy

is directly proportional to this area. Each point at binding energy E of

the background is found by integrating the spectrum from E downwards.

Finally, the so found background profile is normalized such that the high

binding energy end of the spectrum and the background match up [factor

s in equation (4.15)]. Data from [74].

based on the knowledge and expectations that underly the Shirley

and Kaminski approaches. However, it accounts for the experiential

observation that these models remain incomplete and sometimes even

fail in practice. Therefore, a more pragmatic approach with very similar

implicit assumptions is employed.
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Here, the intrinsic background is assumed to be k-independent.2

The background profile is estimated by averaging a number (e.g. five)

of lowest intensity points of each MDC [1, 76]. In this fashion, a

k-constant background at each binding energy is subtracted. The

method therefore leaves MDCs unchanged. This comparatively simple

procedure provides a practical and very efficient means of estimating

the background counts from the data. The advantage to the more

sophisticated methods discussed before is that it provides no tunable

parameters that would affect the resulting background profile and is

thus less susceptible to operator arbitrariness and more efficient when

comparing numerous datasets. We stress, however, that for flat non-

dispersive bands such a background determination is not advisable

as the band structure will be eliminated in the subtraction procedure.

Two examples, of this background subtraction scheme, using data on

Eu-LSCO and Tl2201 from chapter 5, are shown in figure 4.6.

4.1.4 Tracing bands and enhancing their visibility

For quantitative statements it is usually necessary to carry out some

sort of fitting of a model to the obtianed data. In the discussion of

ARPES or similar data, however, one is sometimes just interested in

semi-quantitative or qualitative observations: How many bands are

there? At which energies do they start or end? Can we identify some

band crossings? How do the measurements compare to predictions, e.g.

of density functional theory (DFT) calculations? In order to address

such questions it is often helpful to employ techniques that enhance

the visibility of bands instead of going through a full fitting routine.

A method that has found widespread use [77–85] is to plot the

second derivative of the (background subtracted) EDCs or MDCs. For

two dimensional (2D) datasets it is common to apply a generalization

2The extrinsic k dependence that arises from channel dependent variable detector

sensitivity can be removed by comparison to a reference spectrum.
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Figure 4.6: Demonstration of the used background subtraction procedure

at the examples of Tl2201 (a-d) and Eu-LSCO (e-h) data. (a) and

(e) Raw ARPES spectra. (b) and (f) k-independent background profile

obtained by averaging the five lowest points at each energy row. (c) and

(g) Result of subtracting (b)/(f) from (a)/(e), respectively. Features

in higher binding energy the band structure that were previously hidden

now become apparent. (d) and (h) EDCs at the Γ and M points of the

background-subtracted spectra, as indicated.

of the second derivative, the Laplacian ∇2:

∇2f (x, y) =
∂2f

∂x2
+
∂2f

∂y2
. (4.16)

The motivation for this methodology is that the absolute value of

second derivative is typically large in the vicinity of a local maximum.

There are drawbacks to the simplicity of this approach, though. The
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peak positions in the second derivatives are generally slightly off the

peak positions of the data and they can differ between MDC and EDC

analyses.

For 2D analyses, significant distortions can occur depending on

many factors, such as the directions and density of the features in data

space. To overcome these problems, Zhang et al. [86] have proposed

a more sphisticated method based on the 2D-curvature Cf (x, y) ∝[
1 + a

(
∂f
∂x

)2
]
b ∂

2f
∂y2 − 2ab ∂f∂x

∂f
∂y

∂2f
∂x∂y +

[
1 + b

(
∂f
∂y

)2
]
a ∂

2f
∂x2[

1 + a
(
∂f
∂x

)2
+ b

(
∂f
∂y

)2
]3/2

.

(4.17)

a and b are parameters that account for potentially different units of

the variables x and y . Zhang et al. argue that the curvature Cf traces

the actual peak positions more closely and more consistently than the

Laplacian.

I want to stress again that the methods described in this section are

unfit to produce quantitative or even reproducible results and should

merely serve as a means for efficient data visualization that can serve

as a basis for rough, qualitative statements or pointers for a model-

based analysis. The first reason for this is the simple fact that these

techniques are precisely not based on any physical model. The second

reason is the high susceptibility of such visualization methods to the

input parameters. Working with real data, I have found that tweaking

the input parameters can lead to massively diverging results, sometimes

going as far as creating the semblance of band features where there

are clearly none to be found by more rigouros methodologies.

4.2 ARPES self-energy analysis

As we have seen in equation (3.15) in section 3.3.1, the spectral

function that is probed by ARPES can be written in the form of a
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Lorentzian line shape. By direct comparison to the general formulation

of such a Lorentzian (we now drop the band index n in Z and ε for

convenience),

A(k, E) =
1

π

Z2
k Im Σ(εk)

[E − εk − Zk Re Σ(εk)]2 + [Zk Im Σ(εk)]2

=
A

π

Γ

(E − E0)2 + Γ2
,

(4.18)

we can identify:
E0 = εk − Zk Re Σ

Γ = Zk Im Σ

A = Zk .

(4.19)

Knowing that E0 represents the peak position and Γ its full width at half

maximum (FWHM), this, in principle, opens the path to extract the

self-energy Σ from ARPES spectra. However, the temptingly simple

assignments of equation (4.19) hide the energy dependence of Re Σ

and Im Σ. This means that the actual peak position itself will generally

be a function of E and this has to be considered if one were to analyze

EDCs. An additional complication when analyzing EDCs arises from

the presence of a nontrivial E-dependent background (as was discussed

in section 4.1.3) [38].

If the problem at hand allows for it, it is therefore often more

practical to analyze MDCs instead [87]. In the vicinity of the Fermi

level we can savely assume the bare band dispersion to be linear:

εk ≈ ~vF(k − kF), with the Fermi velocity and wave vector vF and kF.

With this, one can see that a peak in the MDC is expected for

k0 = kF +
E − Re Σ

vF
. (4.20)

In a typical routine where every EDC and/or MDC of an ARPES

spectrum is fitted to a suitable function of roughly 4 to 8 parameters,

this effectively results in a ratio of fitting parameters per datapoints
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in the order of 1/60. Li et al. have proposed an alternative approach

that fits the whole 2D spectrum at once by actually simulating the

expected spectrum based on the energy dependent self-energy and the

bare band dispersion [88]. Their routine starts by constructing the

real part of the self-energy from the imaginary one by virtue of the

Kramers-Kronig transformation, equation (3.16), and thereby implicitly

ensures that the resulting self-energy fulfills causality. Additionally,

the number of free parameters for fitting the whole spectrum comes

down to 14, which gives a ratio of fitting parameters to datapoints of

1/6000, two orders of magnitude better than conventional EDC and

MDC fitting. An example of the construction of a full spectrum from

the imaginary part of the self-energy, a bare band dispersion and a gap

function is shown in figure 4.7. The precise mechanism is elaborated

on in section C.3 of appendix C.

Self-energy for Fermi liquids

A proper determination of the self-energy Σ from ARPES data requires

an underlying model for the functional form of Σ(k, E). As the exact

calculation of the self-energy is very difficult, reasonable approximations

have to be used. A very common one is that of a Fermi liquid, which is

also discussed in section 3.3.3. The self-energy for a Fermi liquid, ΣFL,

is characterized by a real part that is proportional to the energy E and

an imaginary part proportional to E2, as we can see in equation (3.19).

It should be stressed here that the Fermi liquid description is only valid

in the vicinity of the Fermi level EF and breaks down beyond a critical

energy Ec.

The normal Fermi liquid description has been found to be unable to

explain many properties of cuprate high-temperature superconductors

(HTSCs). An alternate, phenomenological model has been proposed,

specifically for the case of the cuprates: the marginal Fermi liquid [89,
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Figure 4.7: Example of spectrum construction for 2D fitting. (a) Real

and imaginary parts of the self-energy. Im Σ is constructed according to

a reasonable model [88] and Re Σ is found through the Kramers-Kronig

transform. (b) A quadratic bare band dispersion Ebare = ~2k2/(2m∗). (c)

The complex self-energy and the bare band from panels (a) and (b) are

used to construct the spectral function shown in this panel. The difference

between a measured ARPES spectrum and the so constructed spectral

function can serve as the optimization target in a fitting routine. See

section C.3 for details.

90]. The self-energy for such a marginal Fermi liquid takes the form [38]

ΣMFL(k, E) = λ(k)

[
E ln

x(E, T )

Ec
− i π

2
x(E, T )

]
. (4.21)

with

x ≈ max(|E|, kBT ) (4.22)

a coupling constant λ and a cutoff energy Ec. Notably, and as opposed

to the normal Fermi liquid, the imaginary part is now approximately

proportional to E while the real part goes as E lnE. The marginal
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Fermi liquid description has been used to describe the line-shapes in

ARPES spectra of Bi2Sr2CaCu2O8+δ [91].

4.3 Live multidimensional data analysis

During an experimental session at a synchrotron beamline such as

ARPES, tools for fast data inspection are of outmost importance. As

will be layed out in section 4.3.1, it turns out that this necessity is

found in many situations across various disciplines. This observation

has motivated us to provide a solution that will hopefully be able to

support people of diverse backgrounds in their endeavours. The result,

the data-slicer package, is described in sections 4.3.2 and 4.3.3.

4.3.1 Evolution of data throughput
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Figure 4.8: Exponential evolution of hard disk drive (HDD) and flash drive

areal memory density over time. After [92] (CC BY-SA 3.0)

.
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The digital revolution and the exponential growth in the capacity of

technologies that are associated with it has had and continues to exert

a tremendous impact on all aspects of human endeavours. Moore’s

law [94] that was originally formulated in terms of the number of

electrical components that could be crammed3 onto a given area, has

shown to be applicable to a variety of developments. One example is

the increase in data storage capacity per area, as shown in figure 4.8.

Detection and processing electronics are affected, too, and most mea-

surement techniques undergo steady improvements in acquisition times

and resolution. As a result, the sheer data throughput is continually

increasing for most analytical and observational disciplines. In the

example of solid state physics, this development is accompanied by the

tremendous improvements found in large scale facilities, such as syn-

chrotrons, as is discussed in section 2.2.1 and highlighted in figure 2.2.

A consequence of this convergence is that in many techniques the typi-

cal data output has evolved from being one dimensional (1D) to three

dimensional (3D).4 This is shown in figure 4.9, exemplified by spectra

from ARPES [32, 95], scanning tunneling spectroscopy (STS) [27, 96]

and inelastic neutron scattering (INS) [97–99] measurements.

More data per time being available should certainly accelerate the

research process. However, a bottleneck arises in the human capacity

to process and digest such large datasets. Particularly in time-limited

synchrotron measurement sessions, where on the fly decisions about the

direction of the ongoing experiment have to be made based on a fast

preliminary analysis of the just acquired data, scientists require a means

of quick data inspection. Many of the existing powerful and versatile

visualization tools [100–103] are not well suited for this purpose and

cannot easily support the specific and often changing needs of a given

discipline. The result is that each community ends up developing their

3Wording by the original author Gordon E. Moore.
4In a private conversation, Eli Rotenberg has pointed to this development from a

different perspective: “50 years ago you could publish with just one or two spectra.

20 years ago you would publish with a few hundreds of spectra. Nowadays, you

need to measure in the order of 10 000 spectra to get a paper.”
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Figure 4.9: Evolution of typical data output from 1D to 3D for ARPES,

STS and INS. The spectra are shown without any axis as their only use

here is to exemplify the difference between published results from 40 to 60

years past [(a) [32], (b) [96] and (c) [97]] to more recent results [(d) [95],

(e) [27] and (f) [98, 99]].

own solutions to the problem of quick data visualization and inspection,

e.g. MJOLNIR [104] or PyARPES [105]. Since these implementations

are usually intertwined and entangled with the community-specific parts,

however, such solutions are typically not transferrable across different

disciplines or experimental methodologies. Additionally, at the time

of writing, many of the tools widely used in the ARPES community

lack a means of centralized version control. This leads to the situation

where various different, sometimes incompatible versions are present,

making it difficult for the many brilliant individual contributions and

improvements to spread and become available to other users. This

problem is additionally enhanced in those cases where the tools rely on

proprietary software, making sharing difficult due to licensing reasons.
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4.3.2 The data-slicer package

The issues described in the previous section have motivated me to

develop a solution that accounts for the identified need to offer fast live

visualization at a general scope, i.e. without any assumptions about

the meaning of the underlying data, but that would allow to be easily

adjusted, tuned and/or extended for the specific problems at hand.

Additionally, the exchange of fixes, improvements and enhancements

should be facilitated by use of modern version control practices and

the use of open-source standards. As a result, I have produced a

piece of software by the name of data-slicer. It is publicly available

online [106] and a corresponding paper has been published in the Journal

of Open Source Software [5].

data-slicer is a python package that contains several functions

and classes which provide modular widgets, tools and utilities for the

visualization of 3D datasets. As an example, there is a widget that

shows an interactive view of the xy-, xz- and yz-cutting planes through

the data cube. The planes can be dragged to access different cuts. In

another widget, only the xy-plane and a plane perpendicular to it are

shown. The perpendicular plane, however, can be freely dragged and

rotated to create non-rectangular cuts.

These building blocks can be combined freely to create new applica-

tions, specific to the problems a user may wish to solve, as schematically

depicted in figure 4.10. Furthermore, the package already ships with

one pre-assembled application made up from these building blocks. It is

a graphical user interface (GUI) for rather general 3D data visualization

and manipulation: the Python Image Tool (PIT).

PIT: The python image tool

PIT consists of a number of dynamic plot figures which allow browsing

through 3D data by selecting slices of variable thickness from the data

cube in real-time and to cute them up further. Two core features of

PIT should be explicitly mentioned. The first is the ability to create
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slices of the 3D data cube along arbitrary angles in real time. This is

facilitated on the GUI side through a simple draggable line to select

the slice direction. Internally, optimized functions enable the superior

speed of this operation. The second feature worth mentioning is the

inclusion of an ipython console which is aware of the loaded data as well

as of all GUI elements. The console enables users to run any analysis

routine suitable to their respective needs. This includes the ability to

run python commands in a workflow familiar to pylab or Jupyter [107]

notebook users. It also allows for running scripts from the console by

use of ipython’s line magic functions. Effectively, this design is central

in empowering users to accomplish any task imaginable — as long as

it is possible to achieve with python.

It is clear that it can get complicated and tedious to run certain types

of data processing or analysis from the ipython console, as described

in the previous paragraph. For such cases, PIT provides an additional

level of customizability and control through its plugin system. Plugins

for PIT are regular python packages that can be loaded from within

PIT and enhance it with new functionality. A plugin can interact with

all elements in PIT via the same interfaces as can be done through

the built-in ipython console. Creating a plugin therefore requires little

programming skills and no further knowledge of the inner workings of

PIT. In this manner, different communities of users can create and

share their field-specific plugins which allow them to customize PIT to

their needs.

As an example, we mention the ds-arpes-plugin [108], which

provides basic functionalities for loading of ARPES datasets and handles

for typical analysis functions, customized and taylored to be used from

within PIT.

4.3.3 Summary

In summary, with the data-slicer package [5] I hope to solve the

problem of offering the right scope – neither too specialized that it
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Figure 4.10: Schematic representation of the data-slicer package and

the potential interactions with external software.

can only be used by a narrow community nor too bloated such that

it becomes hard to do specific operations – by offering a variety of

methods for users of varying backgrounds to get exactly the tools they

need:

- On the first and most general level, PIT offers a ready-to-use GUI

for quick 3D data visualization without any need of programmatic

user input.

- Users can satisfy their more specific needs either through use

of the console or by implementing a plugin, which can both be

accomplished with little programming knowledge.

- On the last, most specific level users can use and arrange the build-

ing blocks contained in the package to create completely new ap-

plications or even embed PIT or other parts of the data-slicer

package into an existing application.
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The relation between different elements of the package and external

software is schematically depicted in figure 4.10.
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Chapter 5:
Electronic
structure of
overdoped
cuprate
superconductors

During his time in the Laboratory for Quantum Matter

Research (LQMR) [109], Christian Matt et al. discov-

ered the d3z2−r2 band in the cuprate high-temperature

superconductor (HTSC) compound and realized that it

affects the Fermi surface through hybridization with the
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dx2−y2 band. This discovery has sparked a number of

subsequent experiments and investiagtions on the cuprate

HTSCs within the LQMR group that have led to a num-

ber of related new insights, such as the identification of a

type-II Dirac cone, the three-dimensionality of the band

dispersion in the thought to be quasi two dimensional La-

based cuprate systems and a methodology for predicting

the experimental band structure of overdoped cuprates

through density functional theory. The present chapter

aims at giving an overview over the conducted studies

and results.

We start by giving a short introduction into the

cuprate HTSC family with a focus on the compounds used

here in section 5.1 and a review of the discovery of the

d3z2−r2 band in section 5.2. Sections 5.2.2, 5.2.3 and 5.3

are dedicated to the presentation of the conducted studies

and the discussion of the new observations. The chapter

concludes with a summary in section 5.4.

The works presented in this chapter have been pub-

lished in peer-reviewed journals. For section 5.2.2 [1] and

section 5.2.3 [2] I have obtained co-authorship through

participation and help with the experiments and by con-

tributing to discussions. For the publication corresponding

to section 5.3 [3] I have additionally taken a lead in the

manuscript creation and data analysis, which is reflected

by first authorship.
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5.1 Introduction

The identification of La2−xBaxCuO4 (LBCO)1 as a superconducting

material [18] whose properties could not be described by Bardeen-

Cooper-Schrieffer (BCS) theory gave birth to a series of discoveries of

related copper based compounds. This family of materials is exhibits

relatively high superconducting transition temperatures Tc and its

members are now commonly known as the cuprate high-temperature

superconductors (HTSCs), often simply referred to as cuprates.

Cuprate HTSCs crystallize in the Ruddlesden-Popper layered per-

ovskite arrangement [110]. Their structures are characterized by the Cu

atoms that find themselves embedded in octahedra (or squares, if the

top and bottom apical corners are missing) of O atoms. These CuO2

plaquettes form a planar arrangement that is repeated n times along

the out-of-plane direction, where typically n ∈ {1, 2, 3, 4}. Stacks of

n such CuO2 planes are separated by layers of relatively large atoms.

Figure 5.6 shows the crystal structures for four single-layer (n = 1)

representatives of the cuprate family. The superconducting transition

temperature Tc has been found to increase with the number of neigh-

boring layers n, but only up to n = 3. For n = 4 it is found to decrease

again [111, 112]. The common denominator in these compounds

are the CuO2 planes, and it is therefore believed that the relevant

physics for HTSC must take place there, and that it therefore exhibits

a quasi-two dimensional (2D) nature, especially for n = 1.

The physics of cuprate superconductors (SCs) has been a subject

of intense investigations for more than three decades [113–115]. Re-

searchers have discovered a plethora of phases and states of matter

that can be realized in the cuprates when tuning the temperature,

charge carrier concentration by means of electron or hole doping, ex-

1The actual composition of LBCO was not known at the time. The original

publication incorrectly assumes the chemical formula BaxLa5−xCu5O5(3−y). This

comment is not meant to diminish the value of Bednorz’ and Müllers work, but

rather to serve as a gentle reminder of the likely incompleteness of our current

knowledge.
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Figure 5.1: Schematic doping-temperature phase diagram of electron-

(left) and hole-doped (right) cuprate HTSCs. These compounds host a

large number of different phases. The undoped parent compound is an

antiferromagnetic (AF) Mott insulator. The charachteristic superconduct-

ing (SC) domes emerge for certain doping regimes. Beyond said regimes,

in the overdoped situation a normal Fermi liquid is found. Additional com-

plications are present for the hole-doped phase diagram, where the elusive

pseudogap (PG) phase and charge order (CO) appear in the vicinity of

the SC domes, raising the question of whether or not the relation between

these states of matter is of competitive, constructive or indifferent nature.

Adapted from [113] and [114].

ternal pressure and others. A schematic of the famous temperature

versus doping phase diagram is depicted in figure 5.1. Despite these

tremendous efforts and the detailed mapping out of the phase diagram,

some of the most fundamental questions related to high-temperature

superconductivity still remain open. For example, consensus on the

mechanism underpinning cuprate superconductivity is still missing: Is

the interaction that leads to the formation of Cooper pairs phonon me-

diated, like in BCS theory, or is it electron mediated or even something
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else entirely? Related to this is the question of the defining parameters

for the transition temperature Tc [76, 116–120], and how to optimize

it. After all, the major motivation behind the research on HTSCs is

the hope for the discovery of a room-temperature SC.

5.2 Cuprate electronic band structure

Starting point for most theoretical approaches to superconductivity is

an (effective) electronic band structure along with the interactions that

are relevant for driving a pairing mechanism. The former is typically

obtained through density functional theory (DFT). However, because

DFT cannot describe all relevant aspects of the electronic structure

(such as the Mott insulating phase out of which superconductivity

emerges upon hole or electron doping [121], see also description of

figure 5.1) it is commonly viewed as too simplistic of an approach in

the context of the cuprates [122]. Another widespread assumption is

that effective models for cuprates can be constructed solely based on

the dx2−y2 band structure, i.e. on the single band crossing the Fermi

level alone. This latter assumption has recently been challenged and

it has been proposed that hybridization between the dx2−y2 and the

d3z2−r2 bands could be the reason for the strong material dependence

of Tc in the cuprates [118, 123].

5.2.1 From a single- to a multiband picture

The great majority of spectroscopic studies on the cuprate HTSCs

have focused on the intriguing low energy phenomena, such as the

characteristic kinks in the dispersion of the dx2−y2 states that are due

to band renormalization effects from strong electronic correlations [38]

(self-energy effects, see section 3.3). Matt et al., on the other hand,

have studied the band structure of overdoped La2−xSrxCuO4 (LSCO)

to higher binding energies, up to 2.5 eV with angle-resolved photoemis-

sion spectroscopy (ARPES). They discovered a d3z2−r2 derived band
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between 1 eV and 1.5 eV binding energy and are able to measure a

finite dispersion of this band along kz . Their observations reveal that

the dx2−y2 band hybridizes with this newly discovered d3z2−r2 band. As

a result, it is proposed that the usual single band tight binding (TB)

model that is employed to model the single layer cuprate band structure

should be replaced by a two band model that allows for exchange

between the dx2−y2 and d3z2−r2 bands [76]. Said model is presented in

appendix A.

A summary of their result is presented in figure 5.2. Different bands

are clearly identified and their dispersions are well described by the

two band TB model. The model predicts that no hybridization takes

place along the direction ΓM, where the two states show opposite

mirror symmetry. On the other hand, along ΓX, contributions of

the d3z2−r2 state can be found in the dispersion crossing the Fermi

level. As mentioned before, such a hybridization has been argued to be

unfavourable for superconducting pairing [118, 123]. The observation

could therefore provide an explanation for the comparatively low value

of Tc in LSCO (see also table 5.3).

This discovery has motivated our group to carry out a series of

ARPES investigations into the higher energy band structures of the

cuprates. These studies have yielded a tetralogy of results that shall

be discussed in the following:

- Idenitification of a 2D type-II Dirac cone in LSCO [1], sec-

tion 5.2.2.

- Three-dimensionality of the FS in overdoped La-based cuprates [2],

section 5.2.3.

- A universal methodology for DFT based electronic structure

calculations across hole- and electron-overdoped cuprates [3],

section 5.3.

- Universality in the Fermi liquid picture across oxide compounds

from a spectroscopic viewpoint. As this work is thematically
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Figure 5.2: ARPES energy distribution maps (EDMs) of LSCO along high

symmetry directions of the in-plane Fermi surface (FS) as indicated in

the schematic to the right. Overlayed are the dx2−y2 and d3z2−r2 bands as

predicted by a two band TB model. The marker thickness is proportional

to the predicted d3z2−r2 weight. While no d3z2−r2 weight is found on the

dx2−y2 branch along ΓM, the two bands show appreciable mixing along

ΓX, extending up to the Fermi level. Figure from [76].

distinct from the previous three which all link to qualitative

electronic structure, it will be discussed separately in chapter 6.

5.2.2 Two-dimensional type-II Dirac fermions

We have seen in the previous section (and through the two band TB

model of appendix A) that the crossing of the dx2−y2 and d3z2−r2 bands

in LSCO is protected along the nodal (π, π) direction, because the

bands do not hybridize along this line due to opposite mirror symmetries.

Based on this fact and supported by additional measurements, we were

able to show that this crossing constitutes an interesting topological

state: a type-II Dirac cone [1].
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Dirac fermions manifest themselves as touching points of an electron-

like and a hole-like band, forming a cone-like shape. The presence of a

Dirac point in the vicinity of the Fermi level leads to distinct physical

properties, many of which originate from a variation of the density of

states (DOS). One of the most prominent examples of a Dirac point is

found in graphene [124]. Dirac fermions are classified into types I and

II according to the degree of Lorentz-invariance breaking [125, 126]. In

more practical terms, in a type-I Dirac cone, the electron- and hole-like

sheets respectively are clearly located either below or above the energy

of the touching point. They can be separated by a constant energy

plane. In a type-II Dirac cone, on the other hand, the cone axis can

be seen as tilted with respect to the energy axis in E-k-space. As a

consequence, while the DOS vanishes at the touching point for a type-I

Dirac fermion, it remains finite in the type-II case. Confer figure 5.3

for a schematic representation of the two types.

Besides the famous case of graphene, a variety of systems has

been found to host type-I Dirac fermions, for example topological

insulators [127], semimetals such as Na3Bi [128], Cd3As2 [129] and

black phosphorus [130, 131]. Meanwhile, type-II Dirac fermions seem

to be less common. Even though their existence has been predicted

theoretically in transition-metal icosagenides [132], dichalcogenide

semimetals [133], and photonic crystals [134], only recently have three-

dimensional type-II Dirac fermions been identified experimentally in

PtTe2 [135], PtSe2[136] and PdTe2 [137].

The identification of this type-II cone in LSCO is therefore of great

interest. What makes this discovery even more intriguing, however,

is the observation that – due to the dispersion of the d3z2−r2 band –

the type-II Dirac cone in LSCO is 2D: While we can visualize it as a

cone in E-kx -ky -space, the touching point has to be thought of as a

line in the full E-k-space, with a finite dispersion along kz . This is in

contrast to the other mentioned examples. Out of the known type-I

Dirac fermions, only the one in graphene exhibits a similar 2D nature.

In all other compounds, the touching point of the Dirac cone, be it
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Figure 5.3: Schematic representation of Dirac cones in E-kx -ky -space.

(a) Type-I and (b) type-II Dirac cones can be thought of as two sheets

of electronic dispersions touching at one point. While the cone axis is

parallel to the energy axis in the type-I case shown in (a), the axis is tilted

for a type-II Dirac cone.

type-I or type-II, is a single point in E-k-space. To our knowledge, our

discovery therefore presents the first demonstration of a 2D type-II

Dirac cone (confer table 5.1).

Table 5.1: Examples of experimentally identified Dirac fermions classified

by dimensionality and type.

Type-I Type-II

2D Graphene [124] LSCO [1]

3D Na3Bi [128], Cd3As2 [129] PtTe2 [135]
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Tuning the Dirac cone location

As has been mentioned above, interesting physical properties manifest

if a Dirac cone is located in the vicinity of the Fermi level. The crossing

between the dx2−y2 and d3z2−r2 bands, however, occurs around 1.5 eV

binding energy. We therefore discuss experimental routes to control

the energy position of the Dirac point. The energy of the d3z2−r2 band

is controlled by the distance between the apical oxygen and the CuO2

plane, as shall be laid out in detail in section 5.3. A smaller c-axis

lattice parameter would thus push the d3z2−r2 band and hence the Dirac

point closer to EF. Such a c-axis compression could be implemented

through uniaxial pressure on a bulk crystal or substrate-induced tensile

strain for thin films. Another possibility would be to induce chemical

pressure by partial substitution of La for Eu, which would reduce c as

a consequence of the smaller atomic volume of Eu compared to La.

It has been estimated that a 20 % substitution could push the d3z2−r2

band about 200 meV closer to EF [76]. Similar procedures have been

proposed for Ir1−xPtxTe2, which hosts three dimensional (3D) type-II

Dirac fermions [138].

Knowing that DFT calculations can reliably predict gross band

structure features (section 5.3), we have identified an even better

starting point for obtaining a Dirac point near the Fermi level in an

oxide: The isostructural nickelate sister compound Eu2−xSrxNiO4

(ESNO). Our DFT calculations on ESNO predict a qualitatively very

similar electronic structure to LSCO, but shifted to lower binding

energies. In fact, we find that the Dirac cone lies just a few 100 meV

above EF, consistent with a soft x-ray ARPES (SX-ARPES) study that

detects the dx2−y2 and d3z2−r2 bands, but not their crossings [139].

Through the measures described above, it might be possible to bring

that crossing down to the Fermi level. We thus propose oxides and

related compounds to be promising candidates to realise novel and

intresting topologically protected states.
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5.2.3 Three-dimensional Fermi surface of La-based cuprates

Due to the quasi-2D nature of the CuO2 planes in the single layered

cuprate HTSCs (section 5.1), it had been widely assumed that their

electronic structures would also be quasi-2D and not show any appre-

ciable kz dispersion of the FS. This expectation has been confirmed

by several observations, for example that of quantum oscillation (QO)

and ARPES measurements on Tl2Ba2CuO6+δ (Tl2201), where a single

large FS sheet is found. Up to the time when the here presented study

was conducted, no ARPES measurement had provided any information

about a possible three-dimensionality of the FS. Still, due to the limited

intrinsic accuracy along kz (kz broadening), a 3D nature could not

be excluded. In fact, the observation of a discernible kz dispersion

of the d3z2−r2 band by Matt et al. combined with the fact that its

hybridization with the dx2−y2 affects the FS, led us to believe that a

3D FS could be expected.

Knowing the clear answer to the question of 2D versus 3D, however,

would be key in solving some of the puzzles in cuprate phenomenology.

For example, two scenarios have been proposed as explanations for

the divergence of the specific heat coefficient γ at critical doping p∗:
(i) It might be explained through DOS enhancement resulting from

a vicinity of the van Hove singularity (VHS) to EF at critical doping.

(ii) Alternatively, the specific heat divergence could be a signature of

quantum criticality due to the vanishing pseudogap phase. Explanation

(i) is expected to be significant for quasi-2D band structures [140].

One could therefore exclude this scenario in the case of a 3D FS with

implications to quantum criticality and pseudogap physics.

Motivated by these facts and the recent discoveries layed out in

section 5.2.1, we have conducted an SX-ARPES study on LSCO

(x = 0.22, Tc = 22 K), La2−x−yEuxSryCuO4 (Eu-LSCO) (x = 0.21,

Tc = 15 K) and Tl2201 (Tc = 20 K). The use of soft x-rays minimizes

the problem of kz broadening [141] and the three materials exhibit

properties that are beneficial for such a study. Since p > p∗ for the

used LSCO sample, it does not display any pseudogap physics and
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the FS is well defined. Secondly, the three compounds crystallize in

a body-centered tetragonal (BCT) structure and therefore avoid the

orthorombic band folding that can otherwise complicate the picture,

as is the case in Bi2−xPbx+ySr2−yCuO6+δ (Bi2201) [142, 143].

Methods

Single crystals of LSCO, Eu-LSCO and Tl2201 were grown by the

floating zone and self-flux techniques. In- and out-of-plane lattice

constants a and c , respectively, of the different compounds are listed

in table 5.2. In the following, we will make use of the effective layer

spacing in the BCT crystal structure c ′ = c/2. The samples have been

characterized and their high quality has been established by previously

conducted experiments on the same batch of crystals [144–147]. The

presented data was obtained at the SX-ARPES end station of the

ADRESS beam line [148, 149] at the Swiss Light Source (SLS) of

the Paul Scherrer Institute (PSI). ARPES spectra were recorded at

a temperature T = 12 K with circularly polarized photons of 300 eV

to 600 eV energy. The energy and momentum resolutions (full width

at half maximum (FWHM)) are in the order of 90 meV and 0.02π/a

respectively, though the exact values vary slightly depending on the

incident photon energy. Pristine surfaces were realized using the

standard top post method or a dedicated cleaving tool [47].

Experimental results

Figure 5.4 shows a representative in-plane Fermi surface map (FSM)

obtained with 362 eV photons, corresponding to a value of kz = 21π/c ′.
The map covers several Brillouin zones (BZs) and the positions of the

BCT high symmetry Γ and Z points are labeled, while simple tetragonal

BZ boundaries are indicated. A strong kz dispersion could be identified

by comparing such an FSM with one recorded with a photon energy

corresponding to a different value of kz . However, for a subtle effect

such as the one we expect here, it is much clearer to extract a kz
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Table 5.2: Lattice constants (in Å) and TB parameters (in units of the

respective nearest neighbor (NN) hopping parameter t) of compounds

referred to in section 5.2.3.

LSCO Eu-LSCO Tl2201

(x = 0.22) (x = 0.21) (Tc = 20 K)

a = b (Å) 3.76 3.79 3.87

c = 2c ′ (Å) 13.22 13.14 23.20

t ′ (t) −0.12 −0.14 −0.28

t ′′ (t) 0.06 0.07 0.14

µ (t) 0.93 0.95 1.44

tz (t) 0.07 0.07 < 0.015

dispersion by FS mapping directly along kz . This is done by recording

the same k‖-E EDM over a range of incident photon energies. The

two cut directions, namely the nodal or (π, π) cut and the antinodal

or (π, 0) cut are indicated by thick lines in figure 5.4.

The resulting out-of-plane k‖-kz FSMs for the representative case

of LSCO are shown in figure 5.5. The data extends across more than

two full BZs along kz or more than five units of π/c ′, corresponding

to photon energies ranging from 425 eV to 600 eV. Across this range,

no appreciable dispersion is identified along the nodal (π, π) direction

[panel (a) in figure 5.5]. In the antinodal (π, 0) direction, on the other

hand, a clear periodic dispersion is found [panel (b)]. The dispersion

flows parallel to the BCT BZ boundary that is indicated as a zig-zag

line above kx = π/a. The same observation is made in Eu-LSCO.

Tl2201, meanwhile, shows no discernible kz dispersion along either

direction. For the sake of space and conciseness, I refrain from showing

the datasets for these two compounds here and refer the interested

reader instead to the published version [2].
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Figure 5.4: In-plane FS map of LSCO. The data has been obtained

using SX-ARPES at a temperature T = 12 K and the shown electron

intensities have been integrated in a region of ±20 meV around the Fermi

level. The used photon energy is hν = 362 eV corresponding to a value

of kz = 21π/c ′ at the zone center. Thick lines indicate the directions of

the out-of-plane cuts shown in figure 5.5.

Three dimensional tight binding model

Despite the previously described discovery of hybridization between

dx2−y2 and d3z2−r2 bands, we find that the kz dispersion can be ad-

equately parametrized by a single band TB model that allows for

out-of-plane hopping:

ε3D(kx , ky , kz) = ε2D(kx , ky ) + εz(kx , ky , kz) , (5.1)

with the in-plane single band (dx2−y2 ) contribution

ε2D(kx , ky ) =− µ+ 2t[cos(kxa) + cos(kya)]

+ 4t ′ cos(kxa) cos(kya)

+ 2t ′′[cos(2kxa) + cos(2kya)]

(5.2)
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Figure 5.5: Out-of-plane FSMs of LSCO along the directions indicated in

figure 5.4. (a) corresponds to the (π, π) direction while (b) shows the

(π, 0) cut. Experimental and processing parameters and colormap are

identical to the ones used in said figure. Dashed lines show the dispersions

as predicted by the 3D TB model.

and the out-of-plane dispersion

εz(kx , ky , kz) = 2tzσ(kx , ky )[cos(kxa)− cos(kya)]2 cos(kzc
′) .

(5.3)

In above equations, µ denotes the chemical potential. t, t ′ and t ′′

represent first, second and third NN hopping parameters and tz stands

for the interlayer hopping. The factor

σ(kx , ky ) = cos(kxa/2) cos(kya/2) (5.4)

is a result of the BCT characteristic offset of successive CuO2 planes

by r‖ = (a/2, a/2) [140].

The experimentally observed band structure is fitted by this model

with parameters as in table 5.2. The results are plotted above the data

as dashed lines in figure 5.5.
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Implications of the observed out-of-plane dispersion

The obtained band structure can be used to calculate the DOS, which

can in turn be translated into a value for the electronic specific heat

coefficient (Sommerfeld constant γ) via

γ =
π2k2

B

3
DOS(EF) . (5.5)

We calculate the DOS as a function of doping for LSCO and Eu-LSCO.

To this end we assume that all the hopping parameters are independent

of doping. This assumption is experimentally verified for the in-plane

parameters and we extend it to the out-of-plane hopping tz with the

argument that the lattice constants do not change significantly with

doping. Under this assumption, the only parameter of our 3D TB

model that varies is the chemical potential µ.

Comparison of the so calculated Sommerfeld constant as a function

of doping between the obtained 3D model and a 2D model (kz = 0)

reveals that a divergent γ can indeed only be expected for the 2D case.

The obtained values from the 3D case can only account for less than

half of the directly measured γ. These findings clearly rule out the

VHS scenario (i) that was presented as a possible explanation for the

diverging specific heat in the introduction of section 5.2.3. Instead,

effects beyond band structure need to be considered and scenario (ii)

— quantum criticality emerging from the collapse of the pseudogap

phase — provides a plausible explanation.

5.3 Comprehensive band structure study

The intriguing proposition that the influence of the d3z2−r2 band on

the electronic structure at the Fermi level could be a deciding factor

for superconductivity has motivated us to extend the search for the

d3z2−r2 band to other cuprate systems. In the following, we provide

and discuss our systematic ARPES and DFT study of the electronic
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d-band structure across single layer cuprate SCs. Five different hole-

and electron-overdoped superconducting systems [Eu-LSCO (x = 0.2,

y = 0.21), LSCO (x = 0.23), Bi2201 (x = 0.26, y = 0.12), Tl2201,

and Pr2−x−yLaxCeyCuO4 (PLCCO) (x = 0.7, y = 0.15)] have been

investigated experimentally. A selection of physical properties of these

compounds can be found in table 5.3.

Table 5.3: Selection of physical properties of the HTSCs used in this work.

a and c denote the in- and out-of-plane lattice constants of the simple

tetragonal unit cell respectively. dA is the apical oxygen atom separation

as in figure 5.13. t and t ′ are nearest and next-nearest neighbor hopping

parameters for a TB model. Tc and T ∗c are the superconducting transition

temperatures at the present and optimal dopings respectively.

a c dA t ′/t Tc T ∗c
Å Å Å 1 K K

LSCO 3.77 15.26 2.42 0.18 37 37

Bi2201 3.82 24.5 2.58 0.28 40 130

Tl2201 3.87 23.23 2.72 0.35 85 140

PLCCO 3.98 12.2 ∞ −0.19 19 27

5.3.1 Methods

Experiments and Data Processing

Single crystals of Eu-LSCO, LSCO, Bi2201, Tl2201 and PLCCO were

grown by floating zone or flux growth techniques. Both ultraviolet

(20 eV to 200 eV) and soft x-ray (200 eV to 600 eV) ARPES experi-

ments were carried out at the SIS [150] and ADRESS [149] beamlines

at the Swiss Light Source. All data was recorded at a temperature of

approximately 20 K. Electrons were analyzed through a slit oriented
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LSCO Bi2201 Tl2201 PLCCO

La/Sr Bi/Pb Sr/Pb Tl Ba Pr/La/Ce Cu O

Figure 5.6: Crystal structures of the measured compounds. Shown is

one tetragonal unit cell. The typical Cu-O octahedra (or Cu-O planes for

PLCCO) are highlighted by blue translucent planes.

within the photoemission mirror plane [38]. Light polarization perpen-

dicular (parallel) to the mirror plane is denoted as σ (π) (see also

section 2.3.2).

The background in the ARPES spectra is subtracted using Matt’s

method described in section 4.1.3 and illustrated on datasets from

the present chapter in figure 4.6. We repeat here the shortcoming of

this background subtraction routine which is that it would completely

suppress nondispersive, flat features. We therefore only apply the

background subtraction in figures 5.9 and 5.10 to enhance the visibility

of dispersive bands.

DFT Calculations

Predicting the correct energies for the electronic bands is a notorious

problem for DFT in many materials, which is mostly due to the un-

known form of the exchange-correlation functional (see section 3.2).
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Improvements over local density approximations are commonly obtained

using hybrid functionals which mix in an amount 0 ≤ α ≤ 1 of exact

exchange from Hartree-Fock theory [151]. While α is a free parameter

in general, we find good agreement between the theoretical and experi-

mental band structures for all compounds studied by fixing α = 0.1.

We thus propose this value as generically suited for cuprate SCs.
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Figure 5.7: Nodal DFT band structure for LSCO for different values of the

mixing parameter α, as indicated above the panels. The leftmost panel

shows the generalized gradient approximation (GGA) results that should

correspond to α = 0 with color coded even or odd mirror eigenvalues.

A hypothetical tetragonal structure of LSCO with lattice parameters

corresponding to overdoped LSCO was used and the chemical potential

adjusted to match the actual hole-filling. Similarly, for Bi2201, Tl2201

and PLCCO stochiometric tetragonal crystal structures were used as a

starting point for the DFT calculations. See figure 5.6 for the different

compounds’ crystal structures. We ensured, on the example of Bi2201,

that using an orthorhombic crystal structure leads to essentially the

same results after downfolding the calculated band structure to the

tetragonal Brillouin zone.

Although some of the systems studied have orthorhombic structures,

we represent all data in tetragonal notation [38], using the CuO2
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plaquette Brillouin zone nomenclature. Therefore M and X, respectively,

denote the zone corner (1, 1) and boundary (1, 0) in units of π/a with

a being the tetragonal in-plane lattice parameter [figure 5.8 (c), inset].

5.3.2 Results

ARPES measurements
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Figure 5.8: Nodal soft x-ray ARPES spectra recorded on Bi2201 with

420 eV incident photons of different linear polarizations, as indicated.

(a),(b) Recorded ARPES spectra along the line MΓM (dashed line in the

inset of (c)) for σ- and π-polarized light, respectively. Depicted at the

top are momentum distribution curves taken at the Fermi level EF. (c)

energy distribution curves (EDCs) taken at the M points of the spectra

in (a) and (b). Inset: schematic of the FS with the diagonal (nodal)

direction indicated as a dashed line.

We start by examining the nodal spectra recorded on overdoped

Bi2201 using linearly polarized soft x-rays, see figure 5.8. The photoe-

mission intensities of the observed band structure are highly dependent

on the incident light polarization. Three distinct bands are identified.
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(i) The intensely-studied nodal quasiparticle (QP) dispersion [146, 152,

153] crossing the Fermi level EF, which is observed with σ-polarized

light only. This fact can be appreciated both from the energy distri-

bution maps (EDMs) and the momentum distribution curves (MDCs)

at the Fermi level [figure 5.8 (a),(b)]. (ii) A second dispersive band

with energy maximum of −1.3 eV at the M-point and band bottom at

the Γ-point. At the M-point, this band is featured in both the σ and π

channels, as can be seen from the EDCs at M in figure 5.8 (c). Notice

that in comparison to previous studies of Bi2201, our data displays ex-

tremely weak (π, π)-folded replica bands [143, 154]. As a result and in

contrast to references [155] and [156], this dispersive band is not found

at the (π, π)-folded equivalent Γ-point. (iii) The π-channel features

an additional weakly dispersive band at energy −1.8 eV [figure 5.8 (b)].

This band, which to the best of our knowledge has not been reported

previously, is completely suppressed in the σ-sector.

Nodal ARPES spectra recorded in σ and π polarization on LSCO,

Bi2201, Tl2201 and PLCCO are shown in figures 5.9 and 5.10. For all

four compounds, the band crossing the Fermi level is visible (suppressed)

in the σ (π) channel. Interestingly, the bottom of this band varies

significantly, from −2 eV in LSCO to −1.25 eV in Tl2201. In the π

channel an additional band feature appears for LSCO, Bi2201 and

PLCCO. The position and band width of this σ-suppressed band differs

for the three compounds. In LSCO, it disperses from −0.9 eV at the

M-point to −1.5 eV at the zone center, while for Bi2201 and PLCCO

the π-branches found at −1.8 eV and −2.5 eV respectively, are quasi

non-dispersive. Meanwhile, for Tl2201 no band unique to the π channel

was identified down to −3 eV.

DFT calculated band structure

The DFT band structure of LSCO, Bi2201, Tl2201 and PLCCO as

overlayed in figures 5.9 and 5.10 has been calculated as described

in section 5.3.1. In addition to the band dispersions, their expected
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Figure 5.9: Nodal ARPES spectra and DFT band structure calculations

for the single-layer cuprates LSCO and Bi2201. (a)–(d) Nodal ARPES

spectra recorded using polarized light as indicated. The calculated DFT

band structure is overlaid with solid lines where black and light grey colors

indicate finite or zero matrix elements, respectively. The labeling of the

orbital character is only valid at the M point for the cases of dxz , dxy and

dyz . See figure 5.11 for a full orbital character assignment.

photoemission matrix elements are indicated according to their mirror

eigenvalues. To first order, photoemission matrix elements can be

understood through simple symmetry considerations [38, 56], as is

explained in section 2.3.2. The situation in the concrete case at hand

is as follows: The experimental setup has a mirror plane defined by

the incident photon beam and the electron analyzer, as discussed in

section 2.3.2 of chapter 2. With respect to this plane, the electro-

magnetic field A has even (odd) parity for parallel (perpendicular) π

(σ) polarization (figure 2.5). Meanwhile, the photoemitted electron
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Figure 5.10: Nodal ARPES spectra and DFT band structure calculations

for the single-layer cuprates Tl2201 and PLCCO. Refer to the caption of

figure 5.9 for further explanations.

wave function has even parity. The mirror eigenvalues of the (dx2−y2 ,

d3z2−r2 , dxy , dxz+dyz , dxz−dyz) orbital states are (−1, 1, 1, 1, −1),

respectively (table 5.4). Therefore, d3z2−r2 and dxy states will be

suppressed in the σ channel while dx2−y2 states cannot appear under

π illumination. Since dxz and dyz orbitals are not eigenstates of the

mirror operator, electronic states along ΓM are formed by even (dxz +

dyz) and odd (dxz −dyz) linear combinations and will thus be visible

under both polarizations. In figures 5.9 and 5.10, bands with vanishing

matrix element are colored light grey, while bands with nonzero matrix

element remain black.

For LSCO, the d3z2−r2 band width is roughly 0.5 eV with a band

maximum at the M-point (−0.8 eV). The crossing of the d3z2−r2 and
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Table 5.4: Connection between the orbital mirror symmetries and pho-

toemission matrix elements. The first row gives the eigenvalues with

respect to a mirror at the nodal plane Mxy for the d-orbitals in a basis

in which Mxy is diagonal. The last two rows contain the photoemission

matrix element as a function of d-orbital and incident light polarization.

A denotes the magnitude of the electromagnetic vector potential. The

polarization vector εσ (επ) is perpendicular (parallel) to the analyzer plane

and thus corresponds to σ-polarized (π-polarized) light of odd (even)

character. The final state 〈f | is assumed to be a plane wave of even

character.

j x2 − y 2 3z2 − r 2 xy xz + yz xz − yz
〈dj |Mxy |dj〉 −1 +1 +1 +1 −1

Character odd even even even odd

〈f |Aεσ |dj〉 6=0 0 0 0 6=0

〈f |Aεπ |dj〉 0 6=0 6=0 6=0 0

dx2−y2 bands, constituting a type-II Dirac line node, is protected by

mirror symmetry [1, 157] (see also section 5.2.2). For Bi2201 and

Tl2201, the d3z2−r2 band is pushed to lower energies and an overall

smaller d3z2−r2 band width is found. As a result, the nodal crossing

of the d3z2−r2 and dx2−y2 bands is not found for Bi2201 and Tl2201.

The type-II Dirac line node is thus unique to LSCO [1]. We also notice

that in LSCO, the d3z2−r2 band lies above the t2g bands whereas the

opposite is true for Bi2201 and Tl2201. Finally, in comparison to

LSCO, the bottom of the dx2−y2 band is closer to the Fermi level in

Tl2201.

5.3.3 Discussion

We list the following three main obvservations: (i) clear identification

of the d3z2−r2 band position in three of the mentioned compounds,
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Figure 5.11: Nodal DFT band structure for LSCO with orbital character

assignments. There is one panel for each contributing orbital from the Cu,

apical and in-plane O atoms, as indicated. The marker area (linewidth) is

proportional to the weight of the respective orbital.

(ii) compound dependence of the dx2−y2 band bottom positions and

(iii) the t2g (dxy , dxz and dyz) band positions at the zone corner.

These experimental observations are quantified as a function of apical

oxygen distance dA and compared directly to DFT calculations. Gener-

ally, excellent quantitative agreement between DFT and experimental

band structures is found. It is therefore concluded that even though

DFT does not capture low-energy self-energy effects, it is successfully

describing the global band structure of the cuprates.

The polarization dependence of the band which crosses the Fermi

level allows us to assign it uniquely to the dx2−y2 orbital in all studied

compounds. For Bi2201, the next band below the Fermi level is found

in both the σ and π channels and hence can be assigned to the dxz , dyz
orbitals. The flat band found around −1.8 eV in the π channel has to

have either dxy or d3z2−r2 character. For a unique orbital assignment

we stress the following facts: (i) Resonant inelastic x-ray scattering

(RIXS) measurements of the dd-excitations have found the d3z2−r2

states at −2 eV and below the dxy , dxz , dyz states [158]. (ii) As the
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dxy orbital extends purely in the xy -plane, the dxy band is generally

expected to disperse strongly along the nodal direction. This is indeed

confirmed by our DFT calculations. Combined, this lets us assign the

−1.8 eV band in Bi2201 to the d3z2−r2 orbital. As previously discussed

in referece [76] and shown in figures 5.9 and 5.11 the d3z2−r2 band

is clearly identified in La-based cuprates. In the case of Tl2201, by

contrast, no evidence for the d3z2−r2 band is found down to −3 eV.

Therefore, either the d3z2−r2 band in Tl2201 is pushed to even lower

binding energies or this band is too faint to be observed. The latter

scenario is supported by the fact that in PLCCO with no apical oxygen,

the d3z2−r2 band is found at around −2.5 eV [see figure 5.9 (h)]. We

thus conclude that the d3z2−r2 band in Tl2201 is either of very low

intensity or pushed to even lower energies.

We plot the observed d3z2−r2 band position at the M-point as

a function of the compound dependent ratio between apical oxygen

distance dA and in-plane lattice constant a (figure 5.12). Furthermore,

the dx2−y2 band bottoms and the energies of the t2g bands at the zone

corner M are plotted alongside their respective positions found from

our DFT calculations. One can see that the calculations capture the

most salient band structure trends: (i) DFT correctly predicts how the

d3z2−r2 band position — with respect to the Fermi level — evolves as a

function of dA/a. (ii) DFT yields the right trends for the band widths

of both the d3z2−r2 and dx2−y2 bands. For example, the d3z2−r2 band

width is gradually reduced when going through the series LSCO →
Bi2201 → Tl2201. The ARPES data on LSCO and Bi2201 supports

that trend. For the dx2−y2 band, ARPES only reveals the occupied

part. Instead of band width, it thus makes more sense to consider the

band bottom. It turns out that the dx2−y2 band minimum is varying

across LSCO, Bi2201, and Tl2201 and the positions agree between

DFT and experiment. (iii) The t2g band position at the zone corner

also follows the trend of moving closer to EF with increasing dA/a,

both in experiment and the DFT calculations. However, we stress that

because the DFT methodology does not include electron interactions,
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Figure 5.12: Band structure characteristics versus ratio between apical

oxygen distance and (tetragonal) in-plane lattice constant dA/a. Blue

points represent the ARPES experiments whereas results from our DFT

calculations are indicated by red diamonds. The empty diamonds show how

regular DFT is not able to quantitatively describe the band structure. The

includsion of 10 % of exact exchange (α = 0.1, filled diamonds) reproduces

the experimental observation for all studied compounds. Dashed lines

represent guides to the eye. (a) d3z2−r2 band position at the M point

versus dA/a. (b) Position of the t2g band at the zone corner M versus

dA/a. Mean values of the dxy , dxz+dyz and dxz -dyz band positions at M

are taken for the DFT points. (c) dx2−y2 band bottom as function of

dA/a.

it cannot capture self-energy effects such as the much discussed nodal

waterfall structure [159–161].

The observed trends that were just discussed can be intuitively

understood by considering the influence of the crystal electric field

(CEF) on the electronic states at the Cu sites. The Cu atoms are

embedded in an octahedral environment by their nearest neighbor O
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atoms (figure 5.6). The situation in PLCCO can be understood as

an octahedral environment where the apical O atoms are infinitely

far away. The relevant orbitals for our consideration are dx2−y2 and

d3z2−r2 . The spatial extent of these orbitals differs radically, as can be

seen in figure 5.13 (a) and (b). While the lobes of the dx2−y2 orbital

are directed towards the in-plane nearest neighbor oxygen atoms, the

d3z2−r2 orbital points along the z axis at the apical oxygen atoms. With

this consideration in mind it is immediately clear that any change in the

apical oxygen distance dA — while keeping the in-plane lattice constant

fixed — will have a more pronounced effect on d3z2−r2 orbital as it

is more directly subjected to the electrostatic repulsion of the apical

oxygen’s electrons. This is why an increase in dA/a allows d3z2−r2 to

relax to lower energies (higher binding energies), as is schematically

sketched in figure 5.13 (c).

As for the t2g orbitals, the situation is less easily explained using this

simple picture. The spatial extent of dxz and dyz is most prominent

towards the edges of the octahedron, meaning that a value of dA/a

increasingly different from 1 exposes them to an increasingly asymmetric

CEF, which is energetically less favourable. Actually going through

the CEF calculation confirms this expectation and the experimentally

observed result.

5.4 Conclusions

The new results that have been discussed in this chapter show that

even after decades of research on cuprate HTSCs, there is still a lot

to learn. The discovery of the d3z2−r2 band in LSCO and its interplay

with the dx2−y2 band that crosses the Fermi level has opened the door

to a set of new realizations. The subsequent studies, have shown

that oxides may host Dirac fermions and that the band structures

of LSCO and Eu-LSCO are in fact not quasi-2D but show finite kz -

dispersions. Furthermore, we have carried out a comprehensive ARPES

and DFT study of the band structure across single layer cuprate SCs.
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Figure 5.13: Influence of the CEF on different electronic states. (a) CuO2

octahedron with oxygen atoms (bright red) at the corners, connected

by transparent planes as guides to the eye. At the Cu site, the spatial

distribution of the dx2−y2 orbital is drawn in a typical manner where the

different colors stand for different signs of the wave function. (b) d3z2−r2

orbital inside the CuO2 octahedron. While the lobes of dx2−y2 point

towards the in-plane nearest neighbors, those of d3z2−r2 are directed at

the apical oxygen atoms. (c) Schematic energy level diagram depicting

the influence of dA/a in the d orbitals.

Through light polarization analysis, we were able to identify both the

eg (dx2−y2 and d3z2−r2 ) and t2g bands and their band positions and

band widths were compared to DFT calculations. The observed results

match the expectations from crystal field theory considerations and

the relative position between the dx2−y2 and d3z2−r2 bands may be

partially responsible for the variation of the superconducting transition

temperature Tc within this family of compounds.

The excellent agreement between DFT and experimental results led

us to conclude that the DFT methodology with proper choice of mixed

in exchange-correlation functional does capture the global electronic
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structure of the overoped cuprates. Furthermore, the paramater α

for the mixing in of the exchange-correlation energy appears to be a

constant across all measured compounds, which allows us to propose

that this value might be universally constant across overdoped cuprate

SCs, shaking the previous paradigm that DFT was unfit to describe

the cuprates.
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Chapter 6:
Spectroscopic
Fermi liquid
universality
in oxides

The broad range of studies on cuprate high-temperature

superconductors presented and discussed in chapter 5 has

reveiled numerous new aspects on this heavily investigated

material family. Beside the previously layed out results, a

striking difference in certain physical properties is observed

between the electron-doped and the hole-doped sibling

. While chapter 5 was focused on the overall electronic

structure, the present chapter takes a closer look at
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some of these differences with a focus on the self-energy.

After an introduction and a technical review of the used

methods in sections 6.1 and 6.2, we present the results of

our experiments and analysis in section 6.3. The following

discussion in section 6.4 culminates in the formulation of

a spectroscopic version of the Kadowaki-Woods relation,

before the chapter is summarized in section 6.5.

The results presented in this chapter have been pub-

lished in a peer-reviewed journal [4]. My contributions as a

second author to that publication include collaboration in

the preparation and execution of the experiments, inputs

to the manuscript and discussions about the self-energy

analysis and results.
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6.1 Introduction

The Kadowaki-Woods relation reviewed in section 3.3.3 connects the

quasiparticle (QP) scattering rate (or inverse lifetime) to the effective

mass in a unifying manner across correlated systems of different material

families. It is usually formulated in terms of the Sommerfeld constant

γ and the coefficient A in the resistivity which appear in the electronic

specific heat and resistivity, as in equations (3.20) and (3.21). As

such, the relation is a statement about macroscopic experimental

observables. As these observables are a result of collective microscopic

phenomena, one could imagine to detect a more direct signature

of the underlying physics through microscopic probes such as angle-

resolved photoemission spectroscopy (ARPES). In particular, while

resistivity and specific heat measurements yield k-space integrated

results, ARPES might unveil a potential k dependence of the relation.

Despite its k resolution capability and direct access to the self-energy

(section 4.2), no such spectroscopic evidence of the Kadowaki-Woods

relation has been established. This lack of progress stems from a chain

of challenges that have been partially mentioned in earlier chapters: (i)

Photoemission spectroscopy is best suited for two dimensional (2D)

systems [38], narrowing down the range of studiable materials. (ii)

Self-energy analysis of quasi 2D systems is limited by residual kz and

disorder broadening [141] in the weak coupling limit. (iii) The strong

coupling limit leads to energy scales below the resolving power.

In the course of the broad range of experiments that have been

carried out on cuprate high-temperature superconductors (HTSCs)

within the Laboratory for Quantum Matter Research (LQMR), as has

been described in chapter 5, we have uncovered first indications for a

spectroscopic Kadowaki-Woods relation. In the following, we demon-

strate by soft x-ray ARPES (SX-ARPES) that the electron-overdoped

cuprate superconductor (SC) Pr2−x−yLaxCeyCuO4 (PLCCO) has a 2D

electronic structure with negligible kz dispersion. This result justifies

and enables extraction of the in-plane self-energy using with visible
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to ultraviolet energies (VUV-ARPES). In contrast to hole-overdoped

La2−xSrxCuO4 (LSCO), which hosts non-local interactions [147, 162],

an essentially momentum-isotropic Fermi liquid self-energy is found

from the nodal to antinodal region. Again in direct comparison to

LSCO, much weaker electron-electron interactions are observed in

PLCCO. This result is reflected both in QP lifetime τ and Fermi liquid

cut-off energy scale ωc, which is linked to the mass renormalization

factor Z [which was defined in equation (3.13) of chapter 3]. Along

with results on other correlated (non-superconducting) oxide systems,

these findings combine to form a spectroscopic version of the Kadowaki-

Woods relation where the QP scattering rate β scales with Z−2 over

more than an order of magnitude. This relation therefore connects

weakly and strongly correlated Fermi liquids via a single energy scale.

6.2 Methods

Single crystals of PLCCO with x = 0.15 were synthesized by the

traveling-solvent floating zone method. The sample was reduction

annealed using the protect-annealing method [163, 164]. After re-

duction annealing at 800 ◦C for 24 h, the present overdoped sample

showed superconductivity with Tc = 19 K — lower than the optimal

Tc ∼ 27 K [164]. The quality of our crystal is reflected by a residual

resistivity ρ0 = 38 µΩcm.

SX-ARPES and ARPES using visible to ultraviolet energies (VUV-

ARPES) experiments were carried out at the P04 and Surface/Interface

Spectroscopy (SIS) beamline at DESY [165] and Swiss Light Source

(SLS) [166], respectively. Samples were cleaved in situ under ultra

high vacuum (UHV) (p < 5× 10−11 Torr) conditions by employing a

top-post method. Circularly polarized incident photons of energies hν

from 30 eV to 600 eV were used for both experiments. The effective

energy resolution (temperature) was set to ∼ 50 meV (25 K) for the

SX-ARPES and 14 meV to 17 meV (18 K) for the VUV-ARPES mea-

surements. For both setups, the angular resolution is ∼ 0.15 degrees.
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All data were recorded at the cleaving temperature 25 K and 18 K for

the SX-ARPES and VUV-ARPES measurements, respectively.

6.3 Results

Using SX-ARPES, which provides comparatively good kz -resolution [149],

we evaluate the dimensionality of the electronic structure in PLCCO.

Along the nodal and off-nodal cuts [see in-plane Fermi surface map

(FSM) in figure 6.1 (a)], the Fermi surface (FS) was investigated

in the kz direction over three Brillouin zones (BZs) [figure 6.1 (b)

and figure 6.2 (b)]. With a probing depth of 10 Å, the kz broadening

amounts to ∼ 0.2π/c ′ where c ′, as in section 5.2.3, represents the

CuO2-layer spacing (c ′ = c/2). Within experimental resolution, the

FS (with dx2−y2 character) has no kz dispersion. Consistently, none

of the t2g and dz2 bands observed at deeper binding energies (confer

chapter 5 exhibit any significant dispersions along the kz direction

(not shown). These highly 2D characteristics of PLCCO are in stark

contrast to the recently unveiled three dimensional (3D) electronic

structure of the hole-overdoped cuprate LSCO [2, 76] (section 5.2.3).

This difference stems from a reduced inter-layer hopping due to the

absence of apical oxygen atoms in the electron-doped cuprates [167,

168]. The 2D nature of the electron-doped cuprates is also reflected

by a large resistivity anisotropy ρc/ρab > 10 000 [169]. This is ten and

hundred times larger than the anisotropies reported in Sr2RuO4 [170]

and overdoped LSCO [171], respectively.

The established 2D electronic structure of PLCCO justifies use of

surface-sensitive VUV light for extraction of the self-energy. The FS

recorded at hν = 55 eV [figure 6.3 (a)] — essentially identical to that

observed with SX-ARPES [figure 6.1 (a)] — corresponds to a filling

of 15 % electron doping. While there have been extensive reports on

additional electron doping by reduction annealing of electron-doped

cuprates [164, 172–176], this filling is consistent with the nominal Ce

concentration.
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Figure 6.1: 2D FS of PLCCO (x = 0.15). (a) In-plane FSM, for the

integration window EF±30 meV, measured at T = 25 K and hν = 427 eV.

(b) Out-of-plane FSM recorded along the off-nodal direction as indicated

in (a).

The 2D FS and the absence of (i) hot spots [177] and (ii) a van Hove

singularity (VHS) near the FS form the basis for self-energy analysis

across the entire BZ. Low-energy QP excitations were recorded along

nodal and antinodal directions [see figure 6.3 (a)]. Nodal and antinodal

EDMs shown in figure 6.3 (b) and (c), recorded with hν = 55 eV

and 30 eV incident light, respectively, reveal sharp and dispersive QP

peaks. In agreement with previous studies [178–180], both dispersions

exhibit (possibly electron-phonon coupled) kinks at the binding energy

of ∼ 0.05 eV [figure 6.4 (a)].

Fermi velocities vF — plotted as a function of the FS angle ϕ in

figure 6.4 (b) — are extracted by fitting the QP dispersion up to the kink

energy scale. In contrast to the strongly anisotropic vF in overdoped

LSCO (x = 0.22) [153], vF is found to be almost independent of

momentum in PLCCO. This marked difference is directly linked to the

proximity of the VHS to the Fermi level in LSCO [181].
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Figure 6.2: 2D FS of PLCCO (continued). (a) Schematic of the FS

(green cylinder) and the nodal and off-nodal out-of-plane cutting planes

as they appear in (b) and figure 6.1 (b), respectively. (b) Out-of-plane

Fermi surface map recorded along the nodal direction as indicated in

figure 6.1 (a).

As discussed in section 4.2, ARPES spectra contain information

about the electronic self-energy Σ(k, ω) through their relation to the

spectral function A(k, ω) = −1/π Im[1/(ω − εk −Σ(k, ω))] where εk

is the bare band dispersion. The QP lifetime is obtained through

Im Σ(k, ω) = vkΓk (6.1)

where

vk =
∂εk

∂k
(6.2)

is the bare band velocity and Γk is the MDC half width at half maxi-

mum [40, 182, 183]. In our case, the nodal MDC linewidth yields a

mobility

µ = e/(~kFΓk) = 14.3 cm2/Vs (6.3)
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Figure 6.3: Presentation of VUV-ARPES data on PLCCO. (a) Fermi

surface recorded at the indicated temperature and photon energy. (b),(c)

Nodal and antinodal energy distribution maps (EDMs). Different photon

energies are used to enhance different matrix elements. Solid lines are

the momentum distribution curves (MDCs) at the Fermi level. The MDC

linewidth and Fermi velocities yield Im Σ(0) ∼ 0.077 eV and 0.085 eV

respectively for the nodal and antinodal direction.

(see Ref. [184]), consistent with that inferred from electron transport

experiments

µ = (neρ0)−1 = 13.9 cm2/Vs (6.4)

using n = 1.15 per Cu atom and residual resistivity ρ0 = 38 µΩ cm.

To estimate the bare band velocity, we fit the FS to the following

single-band tight binding (TB) model:

ε(k) =ε0 − 2t(cos kxa + cos kya)

− 4t ′cos kxa cos kya − 2t ′′(cos 2kxa + cos 2kya) , (6.5)

which includes nearest (t), second-nearest (t ′), and third-nearest (t ′′)
neighbor hopping parameters. With ε0 being the band center, we find

ε0/t = −0.04 and t ′/t = −0.19 when using t ′′/t ′ = −1/2. Assuming

t = 0.41 eV based on a previous density functional theory (DFT)
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Figure 6.4: In-plane isotropic self-energy structure of PLCCO. (a) Nodal

and antinodal band dispersions extracted from MDC analysis. Solid curves

and dashed lines represent bare bands and extrapolation of low-energy

dispersions, respectively. (b) Near nodal self-energy − Im Σ(ω) plotted

versus ω2 for PLCCO and LSCO (x = 0.23) [147]. Dotted curves are

fits revealing the − Im Σ(ω) ∝ βω2 dependence and black arrows mark

high-energy deviation (Fermi liquid cut-off ωc). The low-energy part is

magnified in the inset.

estimate on Nd2−xCexCuO4 [185], the full 2D bare band structure

is obtained. This enables extraction of the self-energy Im Σ(k, ω) as

illustrated for cuts through node and antinode in figure 6.4 (b). ARPES

spectra were recorded up to a binding energy of 0.5 eV. However, the

antinodal Im Σ(ω) is plotted only for ω2 < 0.04 eV2 as analysis above

this energy scale is challenged by a VHS [186].

6.4 Discussion

Both the nodal and antinodal Im Σ(ω) curves display a kink at ω ∼
0.06 eV [see inset of figure 6.4 (b)], Kramers-Kronig consistently with

the kink observed in the band dispersion. Below this phonon cut-off

energy scale ωph ≈ 0.06 eV, the self-energy is expected to contain
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contributions from both electron-phonon and electron-electron inter-

actions. Probing in the ω → 0 limit allows — in principle — direct

comparison to low-temperature transport properties [68, 187, 188].

With our experimental temperature and energy resolution, however, we

cannot distinguish a Fermi liquid with Im Σ ∝ ω2 from, for example, a

marginal Fermi liquid with Im Σ ∝
√
ω2 + (πkBT )2 [91].

Excitations observed above the kink energy scale (0.06 eV) do not

pose these limitations and hence offer direct insight into the electron-

electron interactions. As electron-phonon self-energy contributions

saturate for ω > ωph the electron-phonon interactions are thus effec-

tively filtered out of the analysis. Furthermore, our energy resolution

does not limit the analysis of the QP excitations in this regime. The

extracted electron-electron interacting self-energy is parametrized by

Im Σ(ω) = −α− βω2, with α and β being constants. This parameter-

ization implicitly assumes that different scattering channels (electron-

disorder, electron-phonon and electron-electron etc.) are additive. A

similar premise is used for analysis of resistivity measurements on re-

lated electron-doped cuprates [68]. As demonstrated in figure 6.4 (b),

this parabolic function convincingly fits the Im Σ(ω) curves over a wide

energy range (0.06 eV < ω < 0.4 eV).

This functional form of the self-energy is identical to a 3D Fermi

liquid which displays Im Σ(ω) − Im Σ(0) = −βω2 below a cut-off

energy ωc [72, 147, 189, 190]. In two dimensions, a logarithmic cor-

rection [191] influences mostly the self-energy for ω � εF ∼ 1.5 eV [3]

and an approximate Im Σ(ω) ∝ β′ω2 dependence remains in the con-

sidered ω range while β′ is weakly overestimating β. The coefficient

β = λ/ω2
c — given by the bare scattering rate λ and ωc — reflects

the effective electron-electron interaction strength. In figure 6.5 (b),

β plotted against the FS angle ϕ appears essentially isotropic, i.e. mo-

mentum independent. This is in strong contrast to the hole-overdoped

counterpart LSCO where β is highly anisotropic and takes on much

larger values already in the nodal region [see again figure 6.5 (b)].

This weaker electron correlation strength found for electron-overdoped
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cuprates is consistent with theoretical proposals [192–195].
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Figure 6.5: In-plane isotropic self-energy structure of PLCCO, continued.

(a) Fermi velocity vF of PLCCO and LSCO (x = 0.22) (Yoshida et

al. [153]) plotted as a function of the FS angle ϕ [see inset of panel

(b)]. (b) Coefficient β for the ω2 term of Im Σ(ω) for PLCCO and LSCO

(x = 0.23) (Chang et al. [147]).

We conclude by discussing the Fermi liquid cut-off energy scale ωc

which is expected to vanish with the QP residue Z [72, 189, 190]. For

the simplest Fermi liquid with isotropic Im Σ (a local Fermi liquid), the

residue is given by Z = vF/vb. If Im Σ in addition is monotonically

decaying to zero above the cut-off energy ωc, then Z ∝ ωc/W where

W is a bare band energy scale [72]. Hence the cut-off energy ωc is

an indicator of electron-electron interaction strength. The bandwidth

normalization enables comparison of different material classes. However,

heavy fermion systems in the limit Z → 0 typically have ωc far below the

instrumental energy resolution. This concern is irrelevant for PLCCO as

weak interactions manifest as a large Fermi liquid cut-off energy scale.

As shown in figure 6.4 (b), ωc ∼ 0.4 eV (ω2
c ∼ 0.16 eV2) in PLCCO

is twice as large as that of the nodal region in overdoped LSCO [146,
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147]. However, in LSCO the self-energy is not isotropic and for both

LSCO and PLCCO, Im Σ ∝ ω for ω > ωc. This implies that neither

Z = vF/vb nor Z ∝ ωc/W is expected to hold true. Instead, a Kramers-

Kronig transformation of Im Σ suggests Z ∝ ln−1(W/ωc) in the limit

ωc → 0 [89].

From a single ARPES spectrum, it is generally not possible to

determine whether Z is proportional to ωc or ln−1(W/ωc). We therefore

resort to fundamental property of Fermi liquids underlying the Kadowaki-

Woods relation. That is, QP lifetime and mass renormalization are

expected to scale — at least for comparable materials. Transport

and thermodynamic experiments do support the Kadowaki-Woods

relation [72], though multi-band physics allows for numerous exceptional

cases [196]. ARPES experiments have the advantage of extracting

QP lifetime and mass renormalization not only from the same band

but also from a very narrowly defined momentum region. The fact

that both β and ωc are linked to the electron-electron scattering rate

and QP mass, respectively, prompts us to attempt a spectroscopic

analogue to the Kadowaki-Woods relation. In doing so, we here focus

on transition-metal oxides with perovskite-based crystal structures

ranging from pseudo-cubic (LaNiO3) [197] to tetragonal (LSCO and

PLCCO) and orthorhombic (Ca1.8Sr0.2RuO4 (CSRO)). We stress that

the extremely strongly correlated regime, represented by U- and Ce-

based heavy fermion systems, is expected to have ωc → 0 falling below

our energy resolution.

Within our selected material class, we are seeking a relation between

the electron scattering factor β and the QP mass renormalization factor

Z−1. In figure 6.6, we thus plot Wβ versus ln2(W/ωc) with W being

a quarter of the DFT bandwidth [185, 198–200] for PLCCO, LSCO,

LaNiO3 [197] (dx2−y2 band [201]) and CSRO (dxz/dyz band). An

overview of the self-energy analysis of CSRO is presented in figure 6.7.

Combined, these correlated metals follow Wβ ∝ ln2(W/ωc) over more

than an order of magnitude on both axes.

This spectroscopic analogue of the Kadowaki-Woods relation sug-
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Figure 6.6: Spectroscopic Kadowaki-Woods relation. Wβ versus

ln2(W/ωc), where β is the prefactor in −ImΣ(ω) ∝ βω2, ωc is the

Fermi liquid cut-off energy, and W is a bare energy scale for LSCO

(x = 0.23) [147], LaNiO3 [197], CSRO, and PLCCO (x = 0.15). See

section C.4 for table values of β, ωc, and W . The LSCO data points

stem from different Fermi momenta. The dashed line is a linear fit of the

plotted data. Error bars are set by assuming 20 % of uncertainty on the

used bare-band velocities.

gests a logarithmic connection between the Fermi liquid cut-off energy

scale and the QP mass renormalization factor Z−1. The Fermi liquid

properties (QP lifetime and mass) are thus set by a single energy scale;

the Fermi liquid cut-off ωc that smoothly connects weakly and strongly

correlated Fermi liquids.

6.5 Conclusions

In summary, we have carried out SX-ARPES and VUV-ARPES mea-

surements on the electron-overdoped cuprate compound PLCCO. A

2D electronic structure was revealed by SX-ARPES experiments. This
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in turn enabled precise determination of PLCCO’s in-plane self-energy

using VUV light. In contrast to the hole-doped counterpart LSCO,

PLCCO displayed weak momentum-isotropic Fermi liquid excitations.

Characteristic parameters such as the scattering-rate coefficient β and

the Fermi liquid cut-off energy ωc revealed weak electron correlations

compared to those reported in LSCO and CSRO, but close to LaNiO3.

Despite these strong contrasts, the four systems were found to satisfy

a common relation that connects β to ω−1
c , and hence to the mass

renormalization factor Z−1. Our results constitute a spectroscopic

version of the Kadowaki-Woods relation β ∝ Z−2. We reveal how this

relation emerges from the QP lifetime and mass being set by a single

energy scale ωc that characterizes all Fermi liquids.
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Figure 6.7: Self-energy − Im Σ(ω) of CSRO. (a) ARPES spectrum of

CSRO taken along the cut indicated in the Fermi surface schematic shown

in the inset of panel (b). The highlighted band in the inset is analyzed.

Points indicate peak positions in MDC fits. (b) Self-energy − Im Σ(ω) of

CSRO plotted as a function of ω2. The Fermi liquid cut-off is marked by

a black arrow.
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Chapter 7:
ARPES insights
into the heavy
fermion compound
CeRu2Si2

In this chapter we present novel angle-resolved photoemis-

sion spectroscopy (ARPES) results obtained on CeRu2Si2,

a representative of the heavy fermion family. Section 7.1.1

introduces this diverse family and gives a broad overview.

It ends with a summary of the existing work on CeRu2Si2.

Section 7.2 then lays out and discusses our ARPES data

and how it has enabled us to assign clear orbital charac-

ters to the dominant conduction bands. In combination
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with calculations of the orbital overlaps between conduc-

tion and f electrons we provide an explanation for the

observed structures in the Fermi surface map and their

temperature driven reconstruction.

We are currently in the course of preparing the content

presented in this chapter for publication in a peer-reviewed

journal. The results and discussions should therefore be

regarded as preliminary and are subject to change. For

this project, I have led the preparation and conduction

of the experiments as well as the analysis of the data.

Beyond the fantastic support from the Laboratory for

Quantum Matter Research team, I am grateful for fruitful

discussions with Daniel Mazzone, Nicolas Gauthier and

Rina Tazai, who has contributed the calculations of the

relevant orbital overlaps (section 7.3).
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7.1 Introduction

7.1.1 Kondo lattices and heavy fermions

The electrical resistivity of metals is usually found to decrease monoton-

ically with decreasing temperature. This can be intuitively understood,

because the resistivity is typically dominated by phonon scattering,

which is suppressed at low temperatures. In the early 1930’s it was

observed, however, that in some metals resistivity reached a minimum

at a finite temperature, before it increases again when approaching

absolute zero (figure 7.1). A satisfactory explanation for this behaviour

could be given by Jun Kondo in 1964 [202] after significant work by

Anderson [203] and others.

The proposition was that the effect was caused by impurity atoms

that are randomly situated within the crystal lattice. Kondo assumed

that these impurities would effectively act as local magnetic moments

and that there would be an exchange interaction J between these

localized moments and the conduction electrons. He showed that,

to third order in perturbation theory, this interaction would lead to a

diverging electronic scattering term for low T , hence explaining the

rise in resistivity. In other words: There is an interaction J between the

spins of conduction electrons and localized moments that is insignificant

at higher temperatures because the spins are unstable due to thermal

fluctuations. The fluctuations subside upon cooling and the spins

become more stable for longer periods of time, which allows this spin-

interaction J to manifest. The temperature below which this interaction

becomes coherent is called the Kondo temperature TK [204].

When researchers began studying alloys with rare earth elements

such as Ce and Yb, the Kondo framework and extensions thereof proved

to be applicable to explain many of their outstanding low temperature

properties. Some of these compounds possess remarkably large specific

heat coefficients that correspond to enormous effective electron masses.

In fact, it is found that the electrons (which are fermions) in these

compounds behave as if they were a thousand times heavier than
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Figure 7.1: Minimum in the electrical resistivity of Au. Adapted

from [205].

free electrons: m∗/me ≈ 1000. For this reason, these materials have

become known as heavy fermion compounds or sometimes as heavy

Fermi liquids or simply heavy fermions [206].

It should be noted that the unifying property for materials that

fall into this class really is their high effective mass. This is apparent

in figure 3.2 (a), where the heavy fermion compounds are all found

at the largest values of γ2 ∝ (m∗)2. Meanwhile, there is a huge

variance among other characteristics of heavy fermion compounds

and the phenomenology they exhibit — they form a highly heteroge-

neous class [207]: Some heavy fermions order antiferromagnetically

(UPt3 [208]) while others display no long-range order at all (CeAl3 [209],

CeCu6 [210]). Some of them are quasi two dimensional (2D) and others

show non-Fermi liquid ground state properties. When the hybridization

between the localized moments and the conduction electrons opens a

gap at the Fermi level, the ground state becomes insulating and we

speak of a Kondo insulator. Examples for this case are SmB6 [211,

212], Ce3Bi4Pt3 [213], U2Ru2Sn [214] and the Kondo semiconductor
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YbB12 [215]. Other heavy fermion compounds are metamagnetic,

meaning that they show an inflection point in their magnetization

curve and quantum critical points (QCPs) have been observed in some

heavy fermion systems, opening the door for the study of quantum

phase transitions [216]. Furthermore, many of the Ce and U based

representatives exhibit unconventional superconductivity.
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Figure 7.2: Signatures of superconductivity in a heavy fermion compound

for CeCu2Si2. (a) Low temperature resistivity showing the drop to 0

which is characteristic for superconductivity. (b) Molar specific heat as

a function of T with the prominent jump at low temperatures, which is

typical for heavy fermion compounds. Adapted from [217].

The latter is of particular interest for two reasons [207]: (i) From

a conventional Bardeen-Cooper-Schrieffer (BCS) point of view, su-

perconductivity and magnetism would seem mutually exclusive since

the magnetic moments would hinder the formation of Cooper pairs.

(ii) The high effective masses m∗ exclude the BCS electron-phonon

interaction as the pairing mechanism. What makes this even more

striking is the fact that in one of the first discovered heavy fermion

superconductors, CeCu2Si2, the magnetic Ce ions that usually suppress
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BCS superconductivity seem to be key to its unconventional supercon-

ductivity: Even substituting a few of the Ce ions for nonmagnetic La

is enough to destroy the superconducting state in CeCu2Si2 [217].

This great variety of interesting phenomena exhibited by heavy

fermion systems has motivated tremendous research effort. The hope

of uncovering underlying trends across chemically and physically very

different compounds and of making links to other strongly correlated

electron systems, such as the cuprate high-temperature superconduc-

tors (HTSCs), has fueled countless experimental and theoretical inves-

tigations. Numerous variations and expansions of the Anderson and

Kondo lattice models as well as dynamical mean field theory (DMFT)

approaches have been employed to try and understand these different

systems. Simultaneously, the whole toolbox of available experimental

methods is being used to shed light on the intriguing problem from all

angles. The work presented here constitutes one step, one torch that

contributes to the illumination of the unknown.

7.1.2 CeRu2Si2

One interesting representative of heavy fermion systems is CeRu2Si2.

The coefficient γ of the linear term in the specific heat C = γT at a

comparatively small value of 350 mJ mol−1 K2 [218] corresponds to a

large effective mass in the range of 100me , similar to that of CeCu2Si2.

However neither superconductivity nor magnetic ordering have been

found in CeRu2Si2 [219, 220]. Still, it has attracted a lot of attention

due to its laboratory accessible metamagnetic transition [221, 222]

which is believed to be accompanied by an abrupt change of the f

electron itineracy [223–225].

Like the related compounds of the family CeX2Si2 with X ∈ {Ru,

Cu, Rh, Pd, Au} (Ce-122 family), CeRu2Si2 crystallizes in the body-

centered tetragonal (BCT) I/4mmm structure, as drawn in figure 7.3.

The corresponding BCT Brillouin zone (BZ) is shown in figure 7.4 (b)

and (e).
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Figure 7.3: Unit cell of the body centered tetragonal crystal structure of

CeRu2Si2. The lattice parameters are a = b = 4.195 Å and c = 9.798 Å.

The members of the Ce-122 series can be sorted according to the

level of delocalization or itineracy of the f electrons. Experimentally,

this has been achieved by comparing the contributions of the 4f 0

excitations to the total spectral weight in x-ray absorption spectroscopy

(XAS) data [226]. Within that series, CeRu2Si2 holds the special

position of hosting the most itinerant f electrons. Furthermore, it is

interesting to note that CeRu2Si2 is found in close vicinity of CeCu2Si2
in the J versus T phase diagram [227]. The latter compound hosts

unconventional superconductivity while the former does not. Comparing

their electronic structure may therefore reveal the key ingredients for

this type of unconventional superconductor (SC).

When the Kondo state develops coherence, the hybridization of the

nondispersive f states with the conduction electrons (cf hybridization)

leads to a bending of the conduction bands. As a consequence, the

Fermi wavevector kF changes, affecting the size of the Fermi surface

(FS): Above TK, the FS is small and does not contain the f electrons.

A large FS that includes the f electrons is formed once the Kondo
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Figure 7.4: Unit cell, body centered and simplified tetragonal Brillouin

zones for the I/4 m m m structure with the lattice parameters of CeRu2Si2
(a = b = 4.195 Å, c = 9.798 Å). The bottom row [(d), (e), (f)] shows

the same structures structures as in the upper row [(a), (b), (c)] but seen

from the top. from an angular view

state has become fully coherent below TK. Detailed understanding of

this large-to-small FS change is believed to be central in understanding

the physics of the Ce-122 compounds [204].

A Compton scattering study has reported indirect evidence for the

majority of the FS change taking place near the zone corner M [228].

Angle-resolved photoemission spectroscopy (ARPES) and quantum

oscillation (QO) measurements provide more direct probes of the FS.

However, QO measurements [225] are limited to lowest temperatures

and are therefore unfit to observe a FS reconstruction with temperature.

Furthermore, these measurements can only account for 20 % of the

mass from specific heat experiments [225]. The existing ARPES studies,

meanwhile, have only used temperatures far above or in the vicinity

of TK. Our study is therefore motivated by the goal of identifying a

temperature driven change in FS topology.



153 Chapter 7

7.2 New ARPES results on CeRu2Si2

We have conducted ARPES measurements on CeRu2Si2 crystals at the

Cassiopee beamline [229] of SOLEIL synchrotron and the I05 beam-

line [230] at Diamond Light Source (DLS). In our experiments, we have

used a combination of resonant and light polarization dependent ARPES

to elucidate the orbital nature of the heavy fermions in CeRu2Si2. In

contrast to earlier ARPES studies [231, 232], we use high-resolution

instrumentation to probe the Ce 121 eV Fano resonance [58, 232] (see

section 2.3.3) above and below TK. Strong hybridization between local-

ized f states and conduction bands (cf hybridization) is found around

the BZ corner. Furthermore, we observe that the low temperature f

electronic spectral weight is strongly suppressed above tkondo ∼ 25 K.

By exploiting the photoemission matrix element dependence on light

polarization, we infer that the cf hybridization occurs predominantly

with the eg states of the Ru sites. In the follwing we will present the

obtained data and lay out our line of arguments that has led us to this

conclusion.

7.2.1 Methods

High quality single crystals were grown using the Czochralski technique

and previously used for magnetoresistance measurements [224, 233].

The crystals were cleaved using a standard top post. Due to the size

of the available crystals in the order of ∼100 µm and their relative

hardness, many iterations were necessary to optimize a sample prepara-

tion technique that would lead to reproducible cleaving successes. It is

known that cleaving these Ce-122 compounds can lead to Si- or transi-

tion metal-terminated surfaces. Surface terminations are distinguished

following the spectroscopic experience with related compounds [234].

According to that, the outermost layer of Si atoms in the Si-terminated

surface is enough for the Ce 4f electrons to be considered in their bulk

states. Conversely, in the Ce-terminated surface ARPES effectively

probes Ce surface states. A spectroscopic signature of the difference
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between the terminations is a stronger enhancement effect of th Ce 4f

states when going to the 121 eV Fano resonance for Ce termination.

Furthermore, in the case of CeRh2Si2 [234], the dispersion of a Rh

derived state around the BZ center Γ steeply crosses the Fermi level in

the Si-terminated surface, while it does not in the other case.

Electrical contact between the crystal and the cryostat was optained

using EpoTek H20E Ag epoxy. Incident photon energies of 90 eV (off-

resonance) and 121 eV (on-resonance) were used in combination with

linear horizontal and vertical light polarizations. A vertical analyser

slit configuration was used throughout this work. Data analysis and

visualization were carried out using the PIT software package [5].

Following previous ARPES works on Ce-122 systems [235], we

are going to label special points according to the projected simple

tetragonal BZ boundaries as shown in figure 7.4 (c) and (f).

7.2.2 Data overview

On- and off-resonance ARPES spectra collected along high symmetry

directions on a Ce-terminated surface, shown in figure 7.5 (a-c) and

(e-g), reveal a rich band structure. Numerous dispersive bands are

observed along with the non-dispersive Ce 4f7/2 state at 0.3 eV binding

energy [best seen in figure 7.5 (g)]. The associated on- and off-

resonance FSs are displayed in figure 7.5 (d) and (h). Figure 7.6,

panels (a) and (e) show on-resonance data along the ΓM direction for

a Si-terminated surface and for both, σ and π polarizations. Panels (b)

and (f) show the same data at a higher temperature T1 = 36 K. The

remaining panels (c), (d), (g) and (h) show intensity difference maps

between the ARPES spectra at the temperatures T0 = 9 K and T1.

Several FS sheets can be identified: a circular pocket around the

BZ center Γ and a flower-shaped feature around the zone corner M

which is highlighted in panel (h) of figure 7.5. We label the bands that

make up these FS sheets as γ (pocket at Γ) and α and β (flower at

M). These bands display a strong dependence on light polarization,
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Figure 7.5: High symmetry band structure and FS of CeRu2Si2 from

a Ce-terminated surface. The top row shows obtained off-resonance

and the bottom row shows the same regions in k-space but recorded

on-resonance, with photon energies as indicated. (a)–(c) and (e)–(g)

ARPES spectra along high symmetry directions. (d), (h) Fermi surface

maps (FSMs) with simple tetragonal BZ boundaries overlayed as white

lines. Colored dashed lines indicate the high symmetry directions along

which band structure is displayed in panels (a-c) and (e-g). Data in this

figure was recorded at 13 K.

resonance condition and temperature, as shall be systematically laid

out for each band in the following.

The α feature

The dispersive α band displays a pronounced polarization dependence

for measurement along the diagonal ΓM direction — it is only visible

in the π channel while completely suppressed under σ illumination
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Figure 7.6: Zone corner band structure of CeRu2Si2 from a Si-terminated

FS. (a), (b), (e), (f) On-resonance band structure along the ΓM direction

recorded with linear horizontal (π) and vertical (σ) light polarization for

temperatures above and below the Kondo temperature TK. (c), (d), (g),

(h) Intensitiy differences obtained by subtracting the data at T0 = 9 K

from the corresponding T1 = 36 K data. The color scale is organized such

that white indicates no difference. Features that show higher intensity at

the higher temperature T1 appear red while regions of higher intensity at

lower temperature T0 appear blue.

[compare figure 7.6, panels (a) and (e)]. The band therefore must

have even character with respect to the diagonal mirror plane. The band

also displays a pronounced enhancement under 121 eV illumination, in

particular in the vicinity of the Fermi level. To see this, compare panels

(b) and (c) of figure 7.5 with panels (f) and (g).

From comparing panels (a) and (b) of figure 7.6 one can already

get a hint that the intensity of the α band seems to decrease upon



157 Chapter 7

heating from T0 to T1. This is confirmed more clearly in panel (c),

where the feature can still be clearly traced and is colored blue, which

indicates higher intensity at low temperature. This loss of spectral

weight when going from T0 to T1 is also visible in the momentum

distribution curves (MDCs) at the Fermi level, which are displayed in

figure 7.8 (b) and (c).

The β feature

The small pocket β is limited to the σ channel and thus only visible

in panels (e) and (f) of figure 7.6. The band bottom is found only

∼ 0.1 eV below the Fermi level and it crosses EF just slightly further

away from M than the α band. Its strong polarization dependence

allows us to assign to it a clear odd character with respect to the

diagonal mirror plane.

Like the α band, the Fermi level spectral weight of the β band

decreases when the temperature is changed from T0 to T1, as is evident

from the two blue hot spots in the pseudocolormap of figure 7.6 (g).

It is even more clearly visible in the MDCs of figure 7.8 (e) and (f).

The γ feature

An electron pocket is found around the zone center Γ point. It is visible

in the Si termination as the band labeled γ in figure 7.6 (a). The fact

that it is not found in the Ce-terminated data parallels the absence of a

Rh derived feature in Ce-terminated ARPES spectra for CeRh2Si2 [234].

The γ band forms a cone like structure around the Γ point, at a binding

energy of ∼ 0.8 eV. Like the α and β bands, this band is also highly

polarization dependent, as it is completely suppressed in the σ channel.

It thus has even mirror character along the diagonal. We also stress

that this band does not display any significant resonance effects. It

does therefore not seem to hybridize with the f electronic states.
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7.3 Analysis

7.3.1 Orbital assignments and cf hybridization

We now turn to an analysis of the cf hybridization that is dictated by

symmetry and the extent of orbital overlap. Generally, the conduction

electrons can hybridize with the Ce f5/2 states, which due to the crystal

electric field (CEF) and spin-orbit coupling (SOC) are split according

to figure 7.7 into three levels (see also appendix B):

|0±〉 = a |Jz = ±5/2〉+ b |Jz = ∓3/2〉 , (7.1)

|1±〉 = |Jz = ±1/2〉 , (7.2)

|2±〉 = a |Jz = ∓3/2〉 − b |Jz = ±5/2〉 , (7.3)

with a2 + b2 = 1. We will sometimes drop the ± signs for simplicity of

notation. From XAS we know that a = 0.8 and 0.6 for CeRu2Si2 [226].

A similar mixing ratio is observed for CeRh2Si2, hence some generality

across the Ce-122 family is expected.

We have seen that the conduction bands display strong light po-

larization dependence, and thus have significant even and odd orbital

character with respect to the photoemission mirror plane. Si p orbitals

do not have the required symmetry to show this behaviour. In what

follows, we therefore assume the band structure to stem predominately

from Ru d orbitals. We shortly repeat the discussion of the mirror

eigenvalues of d orbitals that we have seen in table 5.4 of chapter 5.

The eg states dx2−y2 and d3z2−r2 have, respectively, odd and even mirror

symmetry with respect to the diagonal. Meanwhile, in the t2g sector,

dxy is even whereas dxz and dyz do not display a well defined character.

However, the linear combination dxz +dyz is even while dxz −dyz is

odd.

In order to get a measure for the cf hybridization strength, we

have to consider the 〈d |0〉 and 〈d |2〉 overlaps. We have calculated

these terms and the values of their norms are summarized in table 7.1.

A complete tabulation of results can be found in tables B.1 to B.5 of
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Figure 7.7: Schematic of involved f and d energy levels on the Ce and Ru

sites. The fourteen-fold degenerate Ce 4f levels are separated into two

sets of six (4f5/2) and eight (4f7/2) levels through SOC. These states are

further split through the tetragonal CEF. For the 4f5/2 states, this results

in the |0〉, |1〉 and |2〉 states. The ten-fold degenerate Ru 3d orbitals are

split under the influence of the tetragonal CEF in the well known fashion

into t2g and eg states.

appendix B. Strikingly, the only d state that shows no overlap with the

f derived states is the dxy orbital. We can therefore clearly assign the

non-hybridizing, even γ band to dxy .

The effect of the tetrahedral CEF on the Ru atoms leads to a level

splitting of the d states into eg (dx2−y2 and d3z2−r2 ) and t2g (dxy , dxz ,

dyz) states. In contrast to the case of an octahedral CEF encountered

in the cuprates (see chapter 5, figure 5.13), here the eg states end

up at lower energy than the t2g levels. The situation is depicted in

figure 7.7. The Ru atoms are found at a mixed valence of Ru2+ and

Ru3+, which corresponds to a 4d6 or 4d5 electronic configuration

respectively. Combining these two facts, we realize that the four

(accounting for spin) eg states have to be completely occupied and the

t2g sector partially filled. We can therefore complete the assignment

of orbital character by identifying the even α with d3z2−r2 and the odd
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Table 7.1: Norms of overlap integrals |〈d |f 〉| in units of the coupling

parameter tdf σ for kz = π/c ′. Confer appendix B for the full results.

|0±〉 |2±〉
〈x2 − y 2| 0.67 0.37

〈z2| 0.4 0.2

〈xy | 0 0

〈xz + yz | 0.84 0.073

〈xz − yz, ↑↓| 2.7 3.0

〈xz − yz, ↓↑| 0.84 0.073

β with dx2−y2 .

7.3.2 Flower-shaped Fermi surface structure

The calculations of the orbital overlaps 〈d |0±〉 and 〈d |1±〉 reveal

sinusoidal k dependencies for the dx2−y2 and d3z2−r2 orbitals (confer

tables B.1 and B.2). The fact that the hybridization strength varies as

a function of the parallel k components provides an explanation for the

origin of the flower shaped structures at the M point of the in-plane

Fermi surface (as highlighted in figure 7.5 and enlarged in figure 7.8):

Stronger hybridization leads to stronger bending of the bands which in

turn shifts kF to different values.

CeCu2Si2 shows a temperature dependence for the relative occupa-

tions of the f derived |0±〉 and |2±〉: While the occupation at base

temperature lies almost completely on the side of |0±〉, the situation

changes when heating above 25 K, whereafter |0±〉 remains almost

completely unoccupied in favour of |2±〉 [236]. Given that the Ce

atoms live in a comparable environment in CeRu2Si2, it is reasonable

to expect this temperature dependent occupation to hold here as well.

The hybridization calculation results reveal a reduction of hybridiza-
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Figure 7.8: Evolution of the flower-shaped FS structure with temperature.

(a) Zoom of the FSM shown in figure 7.5 (d) around M. (d) Schematic

of the data in (a). (b), (c), (e), (f) Low and high temperature energy

distribution maps (EDMs) for different polarizations as indicated. The

cuts are along the vertical dashed line in (a). Lines above spectra represent

normalized MDCs integrated by ±10 meV around EF. Horizontal lines in

all panels serve as guides to the eye to point out how different features in

the FSM and MDCs are related. Colorscales as in figures 7.5 and 7.6.

tion strength by roughly 50 % for 〈d |2〉 compared to 〈d |0〉 for the

dx2−y2 and d3z2−r2 orbitals (see table 7.1). With the change in occupa-

tion of |0〉 and |2〉 when we heat from zero to above 25 K, this would

imply that the overall amount of cf hybridization should decrease. To

put it simply: Below 25 K we have a predominant occupation of |0〉
which hybridizes strongly with the conduction electrons. Above 25 K,

the majority of this hybridization pathway is lost as the occupation of

|0〉 is reduced in favor of |2〉. The newly opened pathway of hybridizing

with |2〉 is only about 50 % as efficient. Consequently, the intensity
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of the flower shape should decrease when heating from below 20 K

to above it. This is indeed exactly what we observe: As shown in

figure 7.8 the intensities at the respective kFs are reduced by factors

of 0.7 and 0.8 respectively.

If we denote the relative occupations of |0〉 and |2〉 by n0(T ) and

n2(T ) = 1−n0(T ), respectively, and their hybridization strengths by t0
and t2 ≈ t0/2, we can estimate the expected change in hybridization

m(T ) when going from low temperature T0 to the higher temperature

T1 as

m(T1)

m(T0)
=
n0(T1) · t0 + [1− n0(T1)] · t2
n0(T0) · t0 + [1− n0(T0)] · t2

≈ 1 + n0(T1)

1 + n0(T0)
. (7.4)

Using values for n0(T ) in the order given for CeCu2Si2 [236], this results

in a reduction of hybridization strength by a factor of 0.7, in perfect

agreement with the experimentally observed changes in intensity.

7.4 Summary and discussion

State-of-the-art ARPES experiments on the heavy fermion compound

CeRu2Si2 have revealed FS and band structure data of unprecedented

quality. This has enabled us to make a series of new observations on

the electronic structure of that system.

Firstly, Si and Ce terminated surfaces can be distinguished by

the relative strength of the resonant enhancement effect and by the

presence or absence of a dispersive Ru dxy derived state at the Γ point.

Secondly, through symmetry and CEF splitting based arguments we

were able to identify the orbital characters of the Ru derived conduction

bands. The relevant bands stem from the Ru eg (dx2−y2 and d3z2−r2 )

orbitals.

Armed with this knowledge, we have carried out computations of

the orbital overlaps relevant to cf hybridization. The resulting harmonic

k dependencies of the hybridization strengths provide an explanation

for the formation of the flower-shaped FS structure observed around
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the M point. Furthermore, the temperature dependence of the relative

occupations between Ce f states allow us to propose a scenario in

which this flower shape would disappear with increasing intensity. This

latter scenario is directly supported by our experimental observation of

decreasing spectral weight with temperature.

The result of a measurable temperature dependence of band features

near the Fermi level can be interpreted as a direct observation of the

formation (or breaking up) of composite quasiparticles (QPs) upon

cooling below (heating above) a temperature T ≈ 25 K. These QPs are

composed of mobile Ru dx or Ru dz and localized Ce 4f electrons, in

line with the Kondo picture and the fact that the associated FS change

is expected to mostly take place near the zone corner M [228]. From

this viewpoint, the observed hybridization is a direct consequence of

the cf spin interaction becoming coherent at low enough temperatures

(see section 7.1.1).

Here, however, the formation of this composite QP has a directly

observalbe consequence on the FS. Spectral weight is transferred from

the bare conduction bands to larger kFs. In other words: the bands are

bent outwards, leading to a change in FS size. Due to a k dependence

of the different hybridization channels, the band bendings are not

isotropic and lead to the formation of a flower structure in the FS.

The symmetry properties of this flower shape, or rather the sym-

metry of the k dependence of the cf hybridization strengths are of

particular interest. The hybridization exhibits nodes along the BZ

diagonals — similar to the symmetry of a d-wave SC. Given the vicinity

of the unconventional SC CeCu2Si2 in the JT phase diagram [227],

our observation might shed light onto to question of why one of the

compounds is a SC while the other is not or onto the nature of the

superconductivity in CeCu2Si2 itself.





Appendix A:
Two band
tight binding model

The two band tight binding (TB) model employed by

Matt et al. [76] to describe the observed dispersion of

La2−xSrxCuO4 (LSCO) is briefly laid out and discussed

in the following.
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We will use the second quantization basis

(
cσ,k,x2−y2

cσ,k,z2

)
(A.1)

where the operator cσ,k,α annihilates an electron with momentum k

and spin σ from an eg orbital di with i ∈ {x2 − y2, z2}. In this basis,

the Hamiltonian of our two band tight binding (TB) model can be

compactly written as

Hσ(k) =

(
Mx2−y2 (k) Mmix(k)

Mmix(k) Mz2 (k)

)
(A.2)

where the Mi denote the intra-orbital hopping matrix elements while

Mmix represents the inter-orbital mixing term between the dx2−y2 and

d3z2−r2 states. The intra-orbital hopping terms are given as

Mx2−y2 (k) =µ+ 2tα [cos(kxa) + cos(kyb)]

+
∑
κ=±1

2t ′α cos(Qκ · k) (A.3)

and

Mz2 (k) =− µ+ 2tβ [cos(kxa) + cos(kyb)]

+
∑
κ=±1

2t ′β cos(Qκ · k)

+
∑

κ1,2=±1

{
2tβz cos(Rκ1,κ2 · k)

+2t ′βz [cos(Tκ1,κ2

1 · k) + cos(Tκ1,κ2

2 · k)]
}

,

(A.4)
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where the following terms were used for compactness of notation:

Qκ =

 a

κb

0

 , Rκ1,κ2 =
1

2

 κ1a

κ1κ2b

c

 , (A.5)

Tκ1,κ2

1 =
1

2

 3κ1a

κ1κ2b

c

 , Tκ1,κ2

2 =
1

2

 κ1a

3κ1κ2b

c

 . (A.6)

The inter-orbital mixing term, meanwhile, is given by:

Mmix(k) = 2tαβ [cos(kxa)− cos(kyb)] . (A.7)

In equations (A.3) to (A.7), µ denotes the chemical potential and

tα and t ′α characterize the nearest neighbor (NN) and next nearest

neighbor (NNN) intra-orbital in-plane hopping strengths between dx2−y2

orbitals. Similarly, tβ and t ′β are the NN and NNN in-plane hopping

strengths between d3z2−r2 orbitals while tβz and t ′βz refer to NN and

NNN out-of-plane hopping between d3z2−r2 orbitals. Finally, the hop-

ping parameter tαβ characterizes inter-orbital in-plane hopping between

dx2−y2 and d3z2−r2 orbitals and a and c are the in- and out-of-plane

lattice parameters, respectively.

Through diagonalization of the Hamiltonian in equation (A.2) we

find two bands:

ε±(k) =
1

2

[
Mx2−y2 (k) +Mz2 (k)

]
±
√[

Mx2−y2 (k)−Mz2 (k)
]2

+ 4Mmix(k)2 .

(A.8)

It is interesting to note that along the nodal lines, where kx = ±ky ,

Mmix(k) vanishes and the two bands along these lines are just:

ε+(k) = Mx2−y2 (k) and ε−(k) = Mz2 (k) , (A.9)

i.e. without any mixing between the two. It should be pointed out that

the absence of mixing along the nodal line is not an artifact of the finite



Appendix A 168

range of hopping processes in the model but rather a consequence of

opposite mirror eigenvalues for the two orbitals along this line.



Appendix B:
cf hybridization
calculation
results

Here we review and present the corner points of our

calculations of the hybridization between 4f 1 electrons

and d electronic states. The results are given in several

tables.
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We have seen that the 4f 1
5/2 states split into the |0〉, |1〉 and |2〉

states according to equations (7.1) to (7.3). These can also be written

in Lz -basis |Lz , Sz 〉 as

|0+〉 = a

[√
1

7
|2, ↑〉 −

√
6

7
|3, ↓〉

]
+ b

[√
5

7
|−2, ↑〉 −

√
2

7
|−1, ↓〉

]
,

|0−〉 = a

[√
6

7
|−3, ↑〉 −

√
1

7
|−2, ↓〉

]
+ b

[√
2

7
|1, ↑〉 −

√
5

7
|2, ↓〉

]
,

|1+〉 = a

[√
1

7
|2, ↑〉 −

√
6

7
|3, ↓〉

]
− b

[√
5

7
|−2, ↑〉 −

√
2

7
|−1, ↓〉

]
,

|1−〉 = a

[√
6

7
|−3, ↑〉 −

√
1

7
|−2, ↓〉

]
− b

[√
2

7
|1, ↑〉 −

√
5

7
|2, ↓〉

]
.

(B.1)

Here the ↑ and ↓ symbols denote a pseudo spin for distinguishing

the Kramers-doublets. With that, the calculation of the hybridization

strength comes down to a calculation of the orbital overlaps 〈d |Lz 〉.
The results will generally have some kz dependence. The following

tables therefore present the different results for specific cases of kz = 0

and kz = π/c ′ with the values for CeRu2Si2 of a = 0.8 and b =

0.6 [226] plugged in. Absolute strengths are subject to the unknown

coupling parameter tdf σ.

Table B.1: Orbital overlap 〈dx2−y2 |f 〉.

|f 〉 kz = 0 kz = π/c ′

|0±〉 ∓0.41
(

sin
ky
2
∓ i sin kx

2

)
tdf σ ±0.67i

(
cos

ky
2

+ cos kx
2

)
tdf σ

|2±〉 ±0.036
(

sin
ky
2
± i sin kx

2

)
tdf σ ∓0.37i

(
cos

ky
2

+ cos kx
2

)
tdf σ
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Table B.2: Orbital overlap 〈d3z2−r2 |f 〉.

|f 〉 kz = 0 kz = π/c ′

|0±〉 ±0.2
(

sin
ky
2
± i sin kx

2

)
tdf σ ±0.4i

(
cos

ky
2
− cos kx

2

)
tdf σ

|2±〉 ±0.044
(

sin
ky
2
± i sin kx

2

)
tdf σ ∓0.2i

(
cos

ky
2
− cos kx

2

)
tdf σ

Table B.3: Orbital overlap 〈dxy |f 〉. The hybridization vanishes within

σ-coupling.

|f 〉 kz = 0 kz = π/c ′

|0±〉 0 0

|2±〉 0 0

Table B.4: Orbital overlap 〈dxz + dyz |f 〉. No kz dependence.

|f 〉 kz -independent

|0±〉 0.84 · (i ± 1) sin
ky
2

cos kx
2
tdf σ

|2±〉 −0.073 · (i ± 1) sin
ky
2

cos kx
2
tdf σ

Table B.5: Orbital overlap 〈dxz − dyz |f 〉 in units of the coupling parameter

tdf σ. This overlap shows no kz dependence. However, there is a difference

for the possible spin distributions.

|f 〉 〈dxz − dyz , ↑↓| 〈dxz − dyz , ↓↑|
|0±〉 ∓2.7i cos

ky
2

sin kx
2

∓0.84 · (1∓ i) sin
ky
2

cos kx
2

|2±〉 ±3.0i cos
ky
2

sin kx
2

±0.073 · (1∓ i) sin
ky
2

cos kx
2





Appendix C:
Miscellaneous

The following sections contain short notes and technical

details that were left out of the main text for the sake of

conciseness.
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C.1 Green’s functions for interacting electrons

We introduce the second quantization operators

Ψ+(x) , Ψ(x) , (C.1)

that when acting upon the N particle system |N〉, create and destroy

a particle at point x. Furthermore, we remember how time evolution

of second quantized operators in the Heisenberg representation is

achieved:

O(t) = e iHt/~O(0)e−iHt/~ . (C.2)

The Green’s function G for a system of N interacting electrons in

groundstate |N〉 with energy E0
N describes the time evolution of an

extra particle added above or of a hole created below the Fermi level.

In terms of the just defined quantities, this is given as

G(x, t; x′, t ′) = − i
~
〈N|T

[
Ψ(x, t)Ψ+(x′, t ′)

]
|N〉 , (C.3)

where the time-ordering operator T arranges its arguments according

to the times, with the earliest time farthest to the right and the latest

at the very left. This expression can be interpreted as generating a

particle (hole) at coordinate x′ (x) at time t ′ (t) with the operator

furthest to the right and then look at it at the point x (x′) at the later

time t (t ′). Writing out the time evolution this reads as

G(x, t; x′, t ′) ={
−i/~ 〈N|Ψ(x)e−i(H−EN)(t−t ′)/~Ψ+(x′) |N〉 , t ′ < t

i/~ 〈N|Ψ+(x′)e+i(H−EN)(t−t ′)/~Ψ(x) |N〉 , t ′ > t
(C.4)

where the minus sign in the t ′ > t case disappeared due to the

anticommutation relation of fermion operators.

We can now introduce complete sets of eigenstates of the (N + 1)

and (N − 1) particle systems,{
|N ± 1; s〉 , EsN±1, s = 0, 1, . . .

}
, (C.5)
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and define the quasiparticle amplitudes fs

fs(x) =


〈N|Ψ(x) |N + 1; s〉 , εs > EF

〈N − 1|Ψ(x) |N; s〉 , εs < EF

(C.6)

and the quasiparticle or excitation energies εs as

εs =

{
EsN+1 − E0

N , εs > EF

E0
N − EsN−1 , εs < EF

. (C.7)

These allow us to write the Green’s function in a more compact form

(τ = t − t ′):

G(x; x′; τ) =− i

~
∑
s

fs(x)f ∗s (x′)e−iεsτ/~

· [θ(τ)θ(εs − EF)− θ(−τ)θ(EF − εs)] ,

(C.8)

with

θ(x) =

{
1 if x ≥ 0

0 if x < 0
. (C.9)

Finally, we take the Fourier transform of equation (C.8) to find an

expression in energy space:

G(x; x′;E) =

∞∫
−∞

G(x; x′; τ)e iEτ/~dτ

=
i

~
∑
s

fs(x)f ∗s (x′)

·

−θ(εs − EF)

∞∫
0

e i(E−εs )τ/~dτ

+θ(EF − εs)
0∫

−∞

e i(E−εs )τ/~dτ



. (C.10)



Appendix C 176

The integrals are undefined for τ → ±∞ but can be brought to

convergence by introducing a complex positive infinitesimal i∆ and

substituting as follows:

εs →
{
εs + i∆ for εs < EF

εs − i∆ for εs > EF

. (C.11)

Which leads to the converged result presented in equation (3.6):

G(x, x′;E) =
∑
s

fs(x)f ∗s (x′)
E − εs + i∆ sgn(εs − EF)

. (C.12)

The quasiparticle amplitudes fs(x) are matrix elements of field

operators between many body states [equation (C.6)] and the factor

sgn(εs − EF) reflects the fact that we are in the presence of a filled

Fermi sea.

C.2 Application of rotation matrices

Equation (C.13) shows how we apply rotation matrices to move from

the lab- to the sample frame for the conversion from photoemission

angle to crystal momentum, as described in section 4.1.1.
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ksample
1 =[Rx(α)Ry (β)]−1klab

1 = R−1
y (β)R−1

x (α)klab
1

=k1R
−1
y (β)

1 0 0

0 cosα sinα

0 − sinα cosα


 sin θk sin γ0

sin θk cos γ0

cos θk



=k1

 cosβ 0 sinβ

0 1 0

− sinβ 0 cosβ

 ·
 sin θk sin γ0

sin θk cosα cos γ0 + cos θk sinα

− sin θk sinα cos γ0 + cos θk cosα

 .

(C.13)

C.3 Spectral function construction for 2D fitting

In the following we shortly review the construction of the full spectral

function as proposed in [88]. The interested reader is referred in

particular to the supplementary material of that reference. The core

for their construction is the imaginary part of the self-energy Im Σ.

From it, the real part is found by means of the Kramers-Kronig relations.

The goal is then to construct the spectral function as the imaginary

part of the Nambu-Gorkov form of the Green’s function G11:

G11(k, E) =
E −Σ(E) + Ebare(k)

[E −Σ(E)]2 − Ebare(k)2 − [Z(E)∆(k)]2 . (C.14)

Ebare = ~2k2/(2m∗) describes a bare band dispersion with effective

mass m∗ (here taken to be constant that allows for differently dispersing

bare bands). Z(E) is the dynamical renormalization factor that can be

found from Re Σ and ∆(k) is the superconducting pairing gap.
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The proposed model for Im Σ is essentially that of a marginal Fermi

liquid. It is extended by extra terms that empirically improve the fitting

convergence. Of course, different forms are imaginable and Li et al.

have experimented and compared a number of reasonable functional

forms in order to verify that the exact choice of terms does not affect

the converged results significantly. The form used here in the creation

of figure 4.7 is:

Im Σ(E) =λ
√
E2 + (πkBT )2 + I0

+ I1

[
exp

(
E − E1

W1
+ 1

)]−1

+ I2 exp

(
(E − E2)2

2W 2
2

)
,

(C.15)

i.e. the additional terms are a Gaussian step at E1 and a Gaussian bell

curve centered at E2. The eight fit parameters for this function are

the weights λ, I0, I1 and I2, the feature positions E1 and E2 and their

widths W1 and W2. Together with the parameters from the bare band

(band bottom Ebottom and m∗), the superconducting gap ∆ (taken to

be k-independent) and two terms for energy and momentum broadening

(instrumental resolution) this amounts to a total of 13 parameters.

The values used in the creation of figure 4.7 are listed in table C.1.

Table C.1: Parameters used in figure 4.7.

parameter λ ∆ m∗ Ebottom I0

unit 1 eV me eV eV

value 0.08 0.01 1 −0.96 0

parameter I1 E1 W1 I2 E2 W2

unit 1 eV eV 1 eV eV

value −0.04 −0.3 0.01 0.02 −0.9 0.5
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C.4 Tabulated values for figure 6.6

Table C.2: Data shown in the spectroscopic Kadowaki-Woods plot (fig-

ure 6.6). Bare band widths 4W from density functional theory (DFT)

calculations together with the experimentally extracted values of β and

ωc for the materials as indicated.

LSCO CSRO LaNiO3 PLCCO

(x = 0.23) (x = 0.15)

4W (eV) 3.44 [198] 1.44 [200] 3.10 [199] 3.28 [185]

β (eV−1) 8.60 [147]a 17.9 [4] 4.65 [197] 2.25 [4]

ωc (meV) 180 [147]a 93 [4] 270 [197] 400 [4]

a Measured at the node.

C.5 Visualizations of f orbitals

While real space representations of the d orbitals are frequently found

in high school textbooks, the slightly more complicated f orbitals are

shown less often. Figure C.1 shows isosurfaces in three dimensional

(3D) real space that correspond to the real f orbitals, as indicated.

The isosurfaces are drawn such that they enclose a volume wherein one

has a 90 % probability of finding the respective f electron. The color

of the surfaces represents the complex phase of the wave function.

Since in the real representation, the orbital wave functions do not have

an imaginary part, the phase is identical to the sign in this case.

The same kind of representation is used for the spin-orbit coupling

(SOC) and crystal electric field (CEF) split |0±〉 and |2±〉 states in

figure C.2. As these states ultimately are superpositions of the complex

spherical harmonics, they do not show a clean separation into positive

and negative lobes.
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Figure C.1: Depiction of the f orbitals labeled by their corresponding

values of m.

Figure C.2: Real space representation of a subset of the SOC and CEF

split f orbitals. These orbitals are defined in equations (7.1) and (7.3).

Colour indicates the complex phase.
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