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Work in the group of physical systems biology and non-
equilibrium soft-matter is concerned with the study of
developmental biology using physical techniques, light
transport in turbid media and the dynamics of systems
inherently out of thermodynamic equilibrium. In turbid
media, we are studying both fundamental problems, such
as the transition to Anderson localization with increasing
disorder in the scattering medium, as well as application
oriented problems such as the development of imaging
methods behind turbid structures. In developmental bi-
ology, we are partly using these imaging capabilities to
study developmental processes in living organisms, and
are also concerned with the influence of mechanical forces
on developmental processes, e.g. growth. Finally in non-
equilibrium systems, we are studying the dynamics of
granular gases and foams, in particular in the presence
of levitation, such that effects due to gravity can be elim-
inated and the generic process can be studied. In the last
year, we have made considerable progress in several of
these areas, two of which are discussed in detail below.
These subjects concern the coarsening dynamics of levi-
tated foams and the mechanical control of growth of the
wing imaginal disc of Drosophila.

17.1 Coarsening Dynamics in Levitated Foams

Due to the immiscibility of air bubbles and water, a foam
is inherently unstable and presents a generic out of equi-
librium system [1]. When a foam is left alone, the final
state will consist of a separated air and liquid volume.
The process leading to this equilibration is called coars-
ening. In most foams, this process is superimposed by a
flow of liquid due to gravity, which will lead to the sep-
aration much faster, but this is an inhomogeneous pro-
cess, due to the stratification in density as a function of
height called drainage [2]. Therefore in order to study the
process of coarsening, levitated foams are needed, which
we achieve by the use of diamagnetic levitation in wa-

ter nitrogen mixtures in a strong magnetic field gradient
[3, 4]. Using a superconducting solenoid, we can apply
field up to 20 T onto a sample, leading to field gradients
at the edge of the solenoid of the order of 100 T/m. This
means that there is a levitation force proportional to B∂zB,
which counteracts the gravitational force [5]. Given the
diamagnetic susceptibility of water, the levitation force
exactly cancels the gravitational force at an applied field
of around 18 T [6]. Thus we can eliminate drainage in the
dynamics of foams and purely study the coarsening pro-
cess. This is of interest, since there are several predictions
to the temporal behaviour of these dynamics, as well as a
transition with increasing liquid content of the foam [7–
9].

The coarsening process consists of a growth of larger
bubbles on the expense of smaller ones by gas exchange
between these bubbles holding different internal pres-
sures. This (Laplace-)pressure ∆p, is proportional to ∆p,
i.e. to the inverse of its radius, such that small bub-
bles preferentially blow up bigger bubbles. In dry foams
the exchange of gas between bubbles takes place directly
through the thin liquid films separating the bubbles[10].
This implies that the gas flow current density j = dV

Adt ∝

dr/dt ∝ ∆p ∝ 1/r. Here, A is the contact area of a bub-
ble which is of order r2 and V its volume. Solving this,
one obtains that the average size of bubbles will increase
with time as 〈r〉 ∝ t1/2. This can also be derived more
rigidly, as for instance done in [11], where strictly speak-
ing the pressure difference between two different bubbles
is considered.

When the bubbles are no longer in contact, i.e. at
higher liquid fractions exceeding roughly 30% corre-
sponding to the inverse structure of random closed pack-
ing, it can be surmised that the mechanism of gas ex-
change between bubbles will have to change and take
place via gas diffusion in the liquid. Here, the dif-
fusive current density j ∝ dr/dt will be determined
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Fig. 17.1 – Images of the surface of the foam chamber showing the absolute
size and polydispersity 10 min (left) and 152 min (right) after creation.
The scale bars correspond to 1 mm.
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Fig. 17.2 – The mean bubble radius varies
in time like 〈r〉 ∝ tβ with β = 0.45(5).

by the gradient of the concentration, i.e. the gradient
in pressure difference. This means that we obtain
j ∝ dr/dt ∝ dp/dr. Again using the fact that the
pressure inside the bubbles is given by Laplace’s law,
we obtain dr/dt ∝ 1/r2 and hence a growth of the
form 〈r〉 ∝ t1/3. Again, this can be derived studying
the detailed dynamics [7]. This qualitatively different
type of coarsening is also known as Ostwald ripening
and is for instance observed in the dynamics of the
growth of inclusions in solids [12]. This transition has
also been obtained in simulations of two-dimensional
foams considering different liquid fractions[13]. Since
levitated foams can be created with a varying amount of
liquid and relative stability to drainage, these predictions
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Fig. 17.3 – The bubble size determined via the optical trans-
mittance as a function of foam age is shown for five dif-
ferent liquid fractions. The plot is on doubly logarithmic
scales indicating power law dependence of the size with age.
Straight lines with a slope of 1/2 (solid) and 1/3 (dashed)
indicating the exponents of von Neumann and Ostwald dy-
namics are added for comparison.

can thus be tested experimentally with our setup. The
foams used in the experiments consist of water, sodium
dodecyl sulfate (SDS) as a surfactant and N2 gas. The
water-SDS mixture and the gas are put in two separate
syringes, which are connected through a thin tube [14].
An initial liquid fraction of 25% corresponds roughly to
an effective liquid fraction of 30%. This can be estimated
from the pressure exerted by the foam in the syringes.
The polydisperse foam with an average bubble radius of
r0 ≃ 100µm (see Figures 17.1 and 17.2) thus created is
then transferred to a sample-cell.

In order to determine the bubble size in the bulk of
a three dimensional foam, we use the multiply scattered
transmitted intensity through the sample. This intensity
is given by Ohm’s law, i.e. T ∝ l∗/L [15], where L is the
thickness of the sample and l∗ is the transport mean free
path, characterizing the turbidity of the foam. The mean
free path of light in the sample has been shown before to
give a determination of the bubble size with l∗ ∝ r [16] for
the bulk of the three dimensional foam, since it basically
corresponds to the size of a scatterer. Thus we obtain a
measure of the bubble size by a determination of the aver-
age transmitted intensity, i.e. l∗ with foam age, since both
the sample thickness and the incident intensity are fixed.
In Fig. 17.3, this dependence of l∗ with foam age is shown
for a set of foams with different liquid content [6]. As can
be seen in this double logarithmic plot, all foams show a
scaling behavior with a power law increase of bubble size
with age, r ∝ tβ. At lower liquid fraction, the data are
in good agreement with those obtained directly from the
surface bubbles shown in Fig. 17.2. For dry foams, this
increase shows an exponent close to β = 1/2, whereas
for wet foams shows β = 1/3. These exponents are
the asymptotic dynamics of the theoretical predictions for
foam dynamics in the dry and wet case, respectively[7, 8].
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Fig. 17.4 – The bubble growth exponent, β, determined
from measurements as those shown in Fig. 17.3 versus
liquid fraction. The expectations from von Neumann dy-
namics, β = 1/2, and from Ostwald ripening, β = 1/3 are
shown for comparison. The transition region between these
two regimes is rather narrow at liquid fractions between 25
% and 35 %.

These results are summarized in Fig. 17.4, where the
exponents fitted for all experiments within a large range
of liquid fractions is plotted [6]. It can be clearly seen that
below a liquid fraction of 25%, the exponents are all com-
patible with 1/2, whereas above an initial liquid fraction
of 35%, they are all compatible with 1/3. Thus there is
a clear transition in the coarsening behavior of the foams
at a liquid fraction corresponding to the close packing of
spheres. Both the transition as well as the values of the
exponents are predicted by theory[7, 8].
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17.2 Mechanical regulation of growth in the

Drosophila wing disc

The regulation of organ size is a fundamental unsolved
question in developmental biology [1]. While a great
body of knowledge has been accumulated over the last
decades on the genetic control of biochemical pathways,
several questions concerning organ growth, in particular
that of its cessation, remain unanswered. Organ growth is
widely studied on the example of the wing imaginal disc
of Drosophila due to the availability of a host of genetic
tools [2]. The wing disc is the larval precursor organ that
turns into the wing of the adult fly during metamorpho-
sis.

In the past, growth of the wing disc has mainly been
studied by the induction of gene expression at early
stages in a small number of cells and then studying the
final outcome of the process at the end of the third in-
star stage shortly before metamorphosis [3]. However
for a full understanding of the growth and development
process, time-dependent studies that can be compared
with theoretical models need to be performed. This is
what we will describe in the following. Such an inves-
tigation has been difficult in the past due to the lack of
imaging techniques for the wing disc inside living lar-
vae, which we have developed over the last years [4].
In addition, we have further developed our computa-
tional models [5, 6] of the growth process in the wing
disc to include not only a description of the elastic prop-
erties of the disc on a cell based level [7], but also comb-
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Fig. 17.5 – Comparison of predicted and measured cell area distributions. Our model predicts an initial build-up of a cell
area gradient (a, b), which is flattened at later stages (c). The initial conditions (a) are compared with wing discs early in
the third instar stage (d), the final simulated distributions (c) with late third instar discs (f). The pouches of the mid third
instar discs (e) contain about 4 times less cells than those of the late third instar and are compared with simulated discs
(b) that contain roughly the same factor less cells than the final simulated disc. The scale bar corresponds to 10 a.u. for
the simulated and 25 µm for the experimental discs. Cells were colored according to their area, ranging from 0(blue) to
1.3(red) a.u.2 for the simulated and from 0(blue) to 16(red) µm2 for the experimental discs. Grey cells are in mitosis and
were excluded from the analysis.

ining this with the known key biochemical pathways
[8, 9]. With this, we have a detailed model with which to
compare to experimental results. The basic premise of the
model is that mechanical feedback is used to regulate the
growth of the tissue [5, 10, 11]. This means that the addi-
tion of material inside the tissue due to cell division leads
to the acting of forces on the present cells. In the pres-
ence of elastic properties, these mechanical stresses can be
stored in the tissue and lead to a change in growth rates
of the tissue. In particular, it is assumed that compressed
cells grow more slowly and stretched cells grow faster.

Using this feedback, the model can explain the cessation
of growth when taking into account known biochemical
pathways influencing growth as well.

The occurrence of such stresses has been inferred ex-
perimentally from birefringence measurements [12], as
well as from a characterization of cell-cell interactions
based on the proposition that local force balances yield
the geometry of the cell shapes in the tissue [13]. Start-
ing from experimental images of cell shapes, [13] solved
the inverse problem of force balance, thus determining
the local forces and showing that the compressional stress
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strongly and negatively correlates with the apical area of
a cell [13]. In addition, we have determined the local
strain tensor has been determined for the tissue. It also
shows radial tension in the periphery and compression
in the center [8], as shown in Fig. 17.5. In addition to
the measure shown in that figure, namely the apical cell
area, we have also determined the direction of the defor-
mation, which is tangential in the periphery and radial in
the centre.

Using a combination of index matching, larval posi-
tioning and confocal microscopy, we are also able to im-
age the entire developmental period of a wing disc within
a single live larva [4]. This can be done with cellular res-
olution, as shown in Fig. 17.6, where the cell outlines are
shown for a single wing disc during the time course of 120
hours covering all three larval instar stages. The individ-
ual cells can be identified and their apical area, number
and topology can be determined for the different stages
of development. For instance, we can determine the pro-
liferation rate of cells at different times and correlate them
with the forces acting on the cells in the tissue via the de-
termination of the apical cell area. This is an indirect test
of the assumption that growth is coupled to the mechani-
cal stresses acting in the tissue. In fact, our detailed model
[8] treats the mechanical feedback directly in this way in
that the proliferation rate of a cell is given by its apical cell
area. The experimental results regarding this are shown
in Fig. 17.7, where during all stages of development, there
is a clear dependence of the proliferation rate on mechan-
ical force, i.e. apical cell area. This has also been observed
in the growth of cell cultures [14].

Thus using in-vivo imaging and computational mod-
elling, we have a full description of the growth process as
well as of the forces acting on the tissue in these different
stages, where both the distribution of cell areas in the tis-
sue as a consequence of growth as well as the dependence
of growth rate on cell area are in good agreement [8]. Fi-
nally, we can use in-vivo imaging to study external fac-
tor acting on the wing disc during development, which
cannot be done using dissected tissues. Here, we have
found additional evidence for the importance of mechan-
ical forces on the development of the wing disc [4, 15]. At
the time of maximal growth, during the late second instar
and the beginning of the third, there are external tensional
forces acting on the wing disc, as shown in Fig. 17.8. This
again is in good agreement with the assumption of me-
chanical regulation of growth, In particular with the ini-
tial stages, where the biochemical growth factors are not
yet fully developed.

Fig. 17.6 – Cell junction outlines for the same wing disc as a
function of time for nine different time points covering the
whole of the developmental period spanning five days. The
images correspond to time points of: A: 24 h, first instar;
B: 32 h, second instar; C: 48 h; D: 56 h; E: 72 h; F: 80 h,
third instar; G: 96 h; H: 104 h; and I: 120 h. The scale bar
denotes 10 µm. Identified cell outlines are superimposed in
red.
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Fig. 17.7 – The correlation between the proliferation rate of
cells in the wing disc and the average apical area of the cells
for different times during development. Colors correspond
to different instar stages: red first instar, blue second instar
and black third instar.
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Fig. 17.8 – Images of a wing disc, where the apical cell
outlines of the disc proper are marked by GFP fused to E-
Cadherin. A: wing disc in vivo at the beginning of the third
instar. In this image, several sources of mechanical force
can be discerned. A tiny thread is attached to the wing
disc on the posterior side (*). Also, the large muscle fiber
between the wing, leg and haltere discs is clearly exerting
a substantial force on the disc at (**). The cell outlines
are correspondingly distorted. B: the same wing disc after
dissection. Due to the dissection, the external force from
the muscle fiber and the thread has been removed and the
shape of the disc as well as that of the cell outlines has
relaxed, showing a marked difference to A. The scale bar is
50µm.
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