
UNIVERSITY OF ZURICH

Characterisation of Inverted Coaxial Detectors

and Calibration Source Production

for the GERDA Experiment

Author:
Michael Miloradovic

PhD Committee:
Prof. Dr. Laura Baudis
Prof. Dr. Nicola Serra
Dr. Roman Hiller

PHD THESIS IN PARTICLE PHYSICS

Department of Physics UZH
Faculty of Science

10th February 2020





Characterisation of Inverted Coaxial Detectors

and Calibration Source Production

for the GERDA Experiment

Dissertation
zur

Erlangung der naturwissenschaftlichen Doktorwürde

(Dr. sc. nat.)

vorgelegt der

Mathematisch-naturwissenschaftlichen Fakultät

der

Universität Zürich

von

Michael Miloradovic
von

Zürich, ZH

Promotionskommission

Prof. Dr. Laura Baudis (Vorsitz)

Prof. Dr. Nicola Serra

Dr. Roman Hiller

Zürich, 2020





Abstract

One of the biggest mysteries modern physics aims to solve is the dominance of

matter over antimatter in our Universe. The discovery of the neutrinoless double

beta (0νββ) decay would demonstrate lepton number violation and unveil the

Majorana nature of neutrinos, enabling a Standard Model extension theorised to

have caused the matter excess through leptogenesis induced baryonic number

violation. The Germanium Detector Array (GERDA) experiment is searching

for the 0νββ decay of 76Ge with an array of germanium detectors, enriched in
76Ge to > 86%, underground at the Laboratori Nazionali del Gran Sasso (LNGS).

GERDA has achieved the world leading median sensitivity of 1.1 · 1026 yr on the

0νββ decay half-life. As part of the next generation experiment LEGEND, the

goal is to employ first 200 kg and then, in the second stage, 1 t of germanium

detectors to fully probe the inverted neutrino mass hierarchy and capitalise on

the substantial normal hierarchy 0νββ decay discovery probability.

To meet the active mass ambition of LEGEND, a new germanium detector type

was investigated, the Inverted Coaxial (IC) detector. Offering a larger mass, but

equally strong Pulse Shape Discrimination (PSD) capabilities as the previous

best performing type, the Broad Energy Germanium (BEGe) detector. PSD is

the discerning of event topologies that deposit energy in a single location inside

the detectors, such as 0νββ decay, from background events, that often interact in

multiple places. For BEGe and IC detectors, this involves the ratio A/E of the

maximum induced current amplitude A and the total energy E, both measured

from the induced waveform pulse.

Five new IC type detectors were characterised using 228Th and 241Am radioactive

sources and their Full Charge Collection Depths (FCCDs), active volumina, and

active masses were determined through data comparison with Monte Carlo

(MC) simulations in the framework of this thesis. FCCDs describe the part of the

n+ electrode bordering the active volume, wherein interactions induce either no

charge (Dead Layer) or only partial charge (Transition Layer) through diffusion

into the active part.

A Pulse Shape Simulation (PSS) framework was developed, to simulate realistic

induced charge and current signal waveforms. It was verified for the implemen-

ted BEGe and IC detector geometries with 0νββ-signal-like events from 228Th

calibration data, retrieving their electronic response parameters in the process.
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Moreover, the low energy tails observed in the IC detector 241Am source meas-

urements were reproduced, both in simulated energy histograms and simulated

A/E space through PSS, to establish that it is a Transition Layer partial induction

effect, validating the methods used for the FCCD determination.

A background model for the natural non-enriched detectors was created through

the combined fit of separately MC simulated energy spectra for each background

component onto the data spectrum. The dataset was created in a detector stability

analysis, covering 799 days of data taking. The 7.6% natural abundance of 76Ge

in the natural detectors and, thus, order of magnitude lowered 2νββ spectrum

was exploited to extract the otherwise partially concealed specific activities of
39Ar to (1.17± 0.04 (stat.)± 0.06 (sys.))Bq/kg and 85Kr to (0.84± 0.12 (stat.)±
0.1 (sys.))mBq/l . Through a γ-line study of newly uncovered 214Bi peaks, the

primary background 214Bi background source was identified to originate in the

high voltage cables as an input to the main background model.

Four new custom low neutron emission 228Th calibration sources were produced

in collaboration with Paul Scherrer Institute (PSI) and the University of Mainz

and characterised underground at LNGS. The neutron emission was reduced

through chemically depositing the 228Th inside of gold foils, which feature an

(α,n)-production energy threshold above the natural the decay chain’s maximum

α decay energy. The sources were measured with a LiI(Eu) detector to exhibit a

neutron emission flux of (7.8± 0.5(stat.)± 1.1(sys.)) · 10−7 n
Bq·s , which is an order

of magnitude lower than commercial sources. This reduces the 77Ge background

from neutron activation of the detectors to a contribution to the background

index of 10−4 cts/(keV·kg·yr) prior to analysis cuts, well below the background

of GERDA Phase II. The γ-ray activities of the sources were determined inside

the High Purity Germanium (HPGe) counting facility Gator.

The five IC detectors and the 228Th calibration sources were subsequently in-

stalled into GERDA. They will serve in the active exposure gain of the experiment

and the estimation of the energy resolution from 228Th calibration data, respect-

ively, to further improve the half-life sensitivity for the final unblinding of

GERDA in 2020 and LEGEND in the future.
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Chapter 1

Introduction

One of the biggest mysteries modern physics aims to solve is the dominance

of matter over antimatter in our Universe. While the discovery of the Higgs

Boson was heralded as the last missing puzzle piece of the elementary particle

table, proving the prediction power of the Standard Model (SM) of Particle

Physics, an undeniable piece of evidence remained of physics beyond the SM:

our very existence. According to the SM, the Big Bang should have produced

an equal number of matter and anti-matter, eventually leading to the complete

annihilation of the matter in the perfectly symmetrical early universe [1]. The

observed matter dominance of today, however, is the remnant of a slight asym-

metry introduced in its early stages. All the galaxies and stars descend from a

6.19 · 10−10 initial relative excess of baryonic matter, estimated from the Cosmic

Microwave Background (CMB) baryon to photon ratio [2].

The answer to the origin of this asymmetry, and thus of our own existence,

could lie in the special nature of the neutrino [3]. It is theorised to be a Major-

ana fermion and therefore its own anti-particle [4]. This property could intro-

duce massive right-handed neutrinos as an extension to the Standard Model,

generating the matter excess through leptogenesis induced baryonic number

violation [3]. Hence, determining the nature of the neutrino is of fundamental

importance to modern physics [5]. These concepts are further explained in

Sections 1.3–1.5.

The Germanium Detector Array (GERDA) experiment, located underground

at the Laboratori Nazionali del Gran Sasso (LNGS) in Italy, searches for the

neutrinoless double beta decay (0νββ) of 76Ge with germanium diodes directly

1
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submerged in a liquid argon cryostat [6, 7]. The discovery of the decay would

not only demonstrate lepton number violation, but also prove that the neutrino

has a Majorana mass component [8]. Crucial information on the neutrino mass

hierarchy and the absolute values of the neutrino masses could be gained as well.

The details of GERDA, the 0νββ sensitivity results from Phase I and Phase II in

comparison to other leading experiments, and its future as part of the LEGEND

experiment are described in Chapter 2.

The sensitivity on the 0νββ half-life scales linearly with exposure if the product

of the background index and the energy resolution are sufficiently small in

comparison to the exposure, given as

T0νββ
1/2 ∝

√
E

BI · ∆E
BI·∆E�E

∝
E

BI · ∆E
, (1.1)

where T0νββ
1/2 is the half-life in units of [yr], BI the background index in [event

counts/(keV · kg · yr)], ∆E the energy resolution in [keV], and E the exposure

in [kg·yr]. This concept is discussed at more length in the next chapter. The

key elements of the experiment are thus the understanding and reduction of the

background in the region of interest around the 0νββ decay peak at Qββ, the best

estimate of the energy resolution, and the determination of the active exposure

as a measure of gathered data by the germanium detector active mass. The work

in the scope of this thesis lead to advancement in all of these three areas.

Chapter 3 describes the background model and the contribution in the frame-

work of this thesis. The background model is used to predict a flat background

and thus enables the background estimation prior to unblinding, as explained

in Section 2.6. The identification of specific background source locations, real-

ised through the creation of a background model for the non-enriched natural

detectors, was performed as an input to the main background model. This lead

to a better understanding of the background and potentially will improve the

background index after the latest upgrade for the final unblinding and next

generation experiments.

To meet the ambitious goal of 200 kg for the LEGEND-200 experiment and eventu-

ally one ton for LEGEND-1000, new germanium detector types were investigated.

Five germanium detectors of the new Inverted Coaxial (IC) type were character-

ised and their active volumina and active masses were determined in Chapter 4
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to employ them for active exposure gain directly in GERDA and in the future in

LEGEND.

The detectors are capable of discerning 0νββ event topologies, that deposit en-

ergy in a single location inside the detectors, from background events, that often

interact in multiple locations. This is called Pulse Shape Discrimination (PSD),

as described in Section 2.4, and involves for certain detector types the ratio A/E

of the maximum induced current amplitude A and the total energy E, both

measured from the induced charge pulse waveform. Chapter 5 covers the devel-

opment of a Pulse Shape Simulations framework to facilitate the characterisation

of new detectors and the determination of key detector parameters, such as A/E

capabilities. In addition, a better understanding of the Transition Layer was

achieved by reproducing, both in simulated energy histograms and simulated

A/E space, the low energy tail shape of peaks observed in data, thus verifying

the methods of the IC detector active mass determination. The Transition Layer

is the part of the n+ electrode, wherein interactions only induce a fraction of the

charge, lowering the reconstructed energy and producing low energy tails in the

energy spectrum.

Chapter 6 reports on the production and the characterisation of four new low

neutron emission 228Th sources, now employed as the primary calibration

sources inside the GERDA experiment. The neutron flux was determined to

ensure a minimal induced 77Ge background from the neutron activation of the

detectors. The determined source activities will serve to scale calibration simula-

tions to judge the background model accuracy and Pulse Shape Discrimination

efficiencies. Most importantly, the energy resolution of the detectors in the final

unblinding of GERDA will be estimated with calibration data gathered using

these sources.

At the end of this work, a conclusion and an outlook are presented in Chapter 7.

1.1 The Standard Model of Particle Physics

All known elementary particles in the Standard Model of modern particle physics

are divided into two distinct groups: 12 fundamental matter fermions and 4 force

transmitting bosons, as shown in Figure 1.1 [9]. The strong force is propagated
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through gluons, the electromagnetic force through γ-particles, and the weak

force through the heavy W± and Z0 bosons. On the fermion side, there are

6 different quarks that, in combination with each other, form the spectrum of

known three-quark hadrons and two-quark mesons. In addition, there are 6

more elementary particles in the fermion group, namely the 3 generations of

charged leptons, paired in weak isospin doublets with their neutral neutrino

flavour counterparts. Neutrinos carry no electric or colour charge and thus do

not interact electromagnetically or via the strong force. They are produced in

interactions mediated by the weak force, e.g. beta decays (explained further in

the next section). This fact makes them hard to observe and thus they are often

detected indirectly, for example by missing energy in the final state.

In recent years, tensions between the results of neutrino experiments and the

Standard Model have appeared that hint at physics beyond the Standard Model,

motivating a strong effort in the uncovering of the neutrino properties.
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1.2 Leptons and the Weak Interaction

Inspired by Wilhelm Conrad Röntgen’s discovery of X-rays in 1896, Henri

Becquerel found unstable atomic nuclei like uranium to lose energy through radi-

ation [11]. Exploring this phenomenon of radioactivity further, Ernest Rutherford

discovered two types of radiation that differed from X-rays in their penetration

depth: alpha- and beta-rays [12]. The latter originating from a beta decay; the

spontaneous decay of a neutron in the nucleus to a proton under the emission of

an electron and, as was discovered later, an electron anti-neutrino ν̄e, as shown

in Figure 1.2.

n p

e

ν̄

ν̄

e
n p

W

W

FIGURE 1.2: Feynmann diagram of a beta decay. A neutron n in the nucleus
decays into a proton p under the weak interaction emission of an electron e−

and an electron anti-neutrino ν̄e

Wolfgang Pauli predicted the existence of the neutrinos in 1930 as completely

new, undetected elementary particles to maintain the conservation of energy

and momentum in beta decays [13]. The electron is emitted to conserve charge,

but the electron anti-neutrino conserves the lepton number and lepton flavour.

The concept of lepton number conservation was introduced in 1953 to explain

the non-existence of certain decays [14]. In a similar vein, lepton flavour conser-

vation originated from the lack of µ → e + γ observation in experiments [15].

There is however no fundamental symmetry in the mathematical foundation

of the Standard Model that predicts this conservation law through Noether’s

theorem. This is unlike the SU(3)×SU(2)×U(1) gauge symmetries that predict

the conservation of the colour charge, weak isospin, and electric charge (in

the electroweak regime as weak hypercharge). The violation of lepton number

conservation is thus a real possibility to be explored, as explain in Section 1.5.
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In 1953, the electron anti-neutrino ν̄e was discovered in a nuclear reactor assisted

scintillator experiment, measuring the inverse beta decay ν̄e + p→ n + e+ [16].

In the Wu experiment in 1956, the conservation of parity, previously established

for the strong and electromagnetic forces, was found to be violated in weak

interactions [17]. This was accomplished through the comparison of the emission

anisotropies in a uniform magnetic field of 60Co beta decay electrons in relation

to the subsequent excited state γ-ray emissions. Just a year later, the Goldhaber

experiment exploited the electron capture reaction of the 152mEu isomere to

produce a photon in the decay of the subsequent excited state 152Sm∗ with the

same helicity as the initially emitted electron neutrino νe. It was thus shown that

neutrinos maximally violate parity and that they are exclusively left-handed νL,

while anti-neutrinos are exclusively right-handed ν̄R [18].

Preceding all of these experiments, Ettore Majorana suggested in 1937 that the

neutrinos could be their own anti-particles and introduced a Majorana mass

term for the neutrinos [4]. He parametrised the right-handed anti-neutrinos ν̄R

as functions of the left-handed neutrinos νL, implying that all phenomena later

observed in experiments attributed to these two different particles could simply

be due to the two different chirality states L and R of a single particle ν [17, 18].

This mathematical formulation allows, as discussed in the following sections, a

new understanding of the origin of the special neutrino properties and physics

beyond the Standard Model.

1.3 Neutrino Oscillation and Neutrino Mass

In the Standard Model, the neutrinos are massless. In recent years however, the

discovery of neutrino oscillations by a large number of different experiments has

established neutrino mixing and thus a non-zero mass of the neutrinos [19, 20].

This is due to the mixing mechanism of the neutrino flavour states (νe, νµ, ντ) as

superpositions of neutrino mass eigenstates (ν1, ν2, ν3), as shown in Equation 1.2,

through the Pontecorvo-Maki-Nakagawa-Sakata (PMNS) matrix [21]. This in

turn requires the neutrinos to have a mass. This explanation is an analogy to

the Cabibbo-Kobayashi-Maskawa (CKM) matrix for the quark flavour mixing

[22–24].
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
νe

νµ

ντ

 =


Ue1 Ue2 Ue3

Uµ1 Uµ2 Uµ3

Uτ1 Uτ2 Uτ3


︸ ︷︷ ︸

UPMNS


ν1

ν2

ν3

 (1.2)

The PMNS matrix, given in Equation 1.3 with cij = cosθij and sij = sinθij, is

parametrised by the three mixing angles θ12, θ23, and θ13. It also contains the

Dirac phase factor δ and two Majorana phases α1 and α2 for the case of Majorana

neutrinos. The Charge Conjugation Parity (CP) symmetry violating nature of

these phases has been hypothesized, but not yet observed [5]. Recently, the

experiment T2K has found 2 σ evidence for CP violation in the lepton sector [25].

UPMNS =


c12c13 s12c13 s13e−iδ

−s12c23 − c12s23s13eiδ c12c23 − s12s23s13eiδ s23c13

s12s23 − c12c23s13eiδ −c12s23 − s12c23s13eiδ c23c13




eiα1/2 0 0

0 eiα2/2 0

0 0 1


(1.3)

Oscillation experiments measure the squared neutrino mass difference ∆m2
ij

from the neutrino flavour change probability containing the PMNS matrix. They

are however not able to distinguish between the Dirac or Majorana nature of

the neutrinos and are not sensitive to the absolute neutrino mass scale. This

leaves the problem of the neutrino mass hierarchy, i.e. whether the ν3 neut-

rino mass eigenstate is heavier or lighter than the other two. The normal hier-

archy is given by m1 < m2 << m3, whereas the inverted hierarchy ordering is

m3 << m1 < m2 [5]. The discovery probability of the neutrinoless double beta

decay strongly depends on the neutrino mass hierarchy, as shown in Figure 1.3.

Already next generation experiments will be able to fully probe the inverted

hierarchy region, while for normal hierarchy the discovery probability can reach

up to 50% or more in the leading experiments [26]. The current constraints are

shown and discussed further in Section 2.2.

The Standard Model can be extended by including right-handed neutrinos νR

to account for the occurrence of neutrino oscillations and masses. This avoids

the introduction of a bare mass term and preserves renormalisability. In parity

violation experiments, such as the Wu and Goldhaber, however, neutrinos were

found to be exclusively left-handed [17, 18]. Right-handed neutrinos νR must
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FIGURE 1.3: The neutrino mass hierarchy for normal ordering (left) and inverted
ordering (right) as a probability density marginalized posterior distributions
dependent on achieved mββ. Allowed parameter space (solid lines) from current
3σ intervals of the neutrino oscillation observables from NuFIT [27]. The nuclear
matrix elements are from [28]. Figure from [26].

therefore be sterile singlets and cannot interact weakly [29, 30]. With this exten-

sion, neutrinos gain a Dirac mass term LD directly from the Higgs mechanism in

an analogy to the quark and charged lepton masses [31]. Mass mν is thereby gen-

erated by the Yukawa coupling fν to the Higgs field vacuum expectation value

〈φ〉0 and the interactions of the left-handed fermions with their right-handed

chirals as follows [9, 30]

LD = − fνφν̄LνR (1.4)

= − fν 〈φ〉0 ν̄LνR (1.5)

= −mνν̄LνR , (1.6)

Unless the corresponding Yukawa coupling fν is unusually low, the result would

logically be on a mass scale similar to that of other fermions and therefore

several orders of magnitude higher than the three neutrino mass sum predicted

by cosmology [5].

1.4 Majorana Mass and the See-saw Mechanism

A popular theory to explain the unparalleled low masses of the left-handed

neutrinos is the see-saw mechanism. Sterile neutrinos can hold a bare mass

term, such as the one predicted by Majorana, due to their weak isospin singlet

nature. The left-handed pure states thus receive a Majorana mass component

LN through mixing with the sterile neutrinos in addition to their Dirac mass
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term LD as follows

LD + LN = −mDν̄LνR −mN ν̄RνR . (1.7)

These Dirac and Majorana components can be rewritten to form a neutrino mass

matrix given by

Mν =

(
0 MD

MT
D MN

)
(1.8)

⇒ λ+ ≈ MN , λ− ≈
M2

D
MN

.

Sterile neutrinos could be very heavy as their mass is completely unknown.

In that case, one of the eigenvalues of the neutrino mass matrix (λ+) would

become approximately equal to the large Majorana mass component, while the

other (λ−) would be drastically reduced by it. As a result, the high mass of the

sterile neutrinos could be responsible for the very low scale of the light neutrinos

through mass mixing [9, 24, 29, 30].

The extension of the Standard Model by heavy sterile neutrinos offers another

advantage. In the CP violating decays of sterile neutrinos, leptons can be spon-

taneously generated. The increased number of leptons in comparison to anti-

leptons results in a lepton asymmetry in the early universe. A conversion of

leptogenesis into baryogensis could then lead to the observed baryon asymmetry,

which in turn would be responsible for the matter dominated universe of today

it [3, 30, 32].

In consequence, exploring the Majorana nature of the neutrinos could help

reconcile major cosmological issues of modern physics and lead to the discovery

of physics beyond the Standard Model. The prime avenue to directly probe this

fundamental neutrino characteristic and simultaneously obtain information on

the absolute neutrino masses is the neutrinoless double beta decay [8].
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1.5 Neutrinoless Double Beta Decay

The radioactive isotope 76Ge contains 32 protons and 44 neutrons in its nucleus.

In order to achieve a more optimal ratio of nucleons, neutrons would need to

spontaneously decay into protons under the emission of an electron and an

electron anti-neutrino to conserve charge and lepton number. In reality, the

nucleus of 76As, that would be attained by a beta decay, has a lower binding

energy than the original one. The even numbered protons and neutrons of
76Ge make the nucleus more stable due to the spin-coupling than the odd-odd

numbered 76As. This interaction channel is thus energetically forbidden, as

shown in Figure 1.4.

32 33 34 35 Z

∆E

76Ge

76As

76Se

ββ

β

FIGURE 1.4: Mass parabola for the nuclei with atomic mass 76. A beta decay
(red) from 76Ge to 76As cannot occur, because the binding energy of the daughter
nucleus would be lower than the energy of the parent nucleus. Double beta
decay (blue) to 76Se is allowed.

A double beta decay (2νββ) to 76Se is however energetically possible. Two neut-

rons are simultaneously converted to two protons, emitting two electrons and

two electron anti-neutrinos. Figure 1.5a depicts the Feynmann diagram of the

described interaction mediated by the weak force. As a higher order process,

it has an extremely low decay rate. It is one of the rarest decays observed in

an experiment. The half-life of the double beta decay of 76Ge is measured to be

T 2νββ
1/2 = (1.926± 0.094) · 1021 yr [33].

The idea of a Majorana neutrino gives rise to an additional, theoretical decay

channel. A neutrino that is its own anti-particle would allow for the annihilation

of the two involved anti-neutrinos. In this neutrinoless double beta decay (0νββ),

shown in Figure 1.5b, the decaying nucleus would emit only two electrons. The
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(a) 2νββ
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e

e
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W

W

(b) 0νββ

FIGURE 1.5: Feynmann diagrams of the double beta decay (a) and the neutrino-
less double beta decay (b). The simultaneous decay of two neutrinos into two
protons emits – mediated by two charged weak gauge bosons – two electrons
and two electron anti-neutrinos. In the neutrinoless case, the two Majorana
neutrinos annihilate off-shell.

neutrinos are virtual. This interaction violates lepton number conservation by

two units [8, 30].

The theoretical 0νββ decay half-life is given by [24]:

T 0νββ
1/2 =

m2
e

G0ν|M0ν|2|mββ|2
(1.9)

with the phase space integral G0ν = 2.36 · 10−15yr−1 [34], the nuclear matrix

element |M0ν| = 2.8–5.2 [28, 35], and the effective Majorana mass |mββ|. The high

uncertainty on the nuclear matrix elements from nuclear physics measurements

induce a high uncertainty on the half-life, as seen in the large uncertainty band

in Figure 1.3. Since the planning of ton-scale experiments in recent times, efforts

have increased to determine the nuclear matrix elements more accurately [28].

The neutrino masses of the mass eigenstates (ν1, ν2, ν3) are connected to the

elements of the PMNS lepton mixing matrix. The equation for light neutrino

exchange takes the form of [24]

|mββ| = |
3

∑
i=1

U2
eimνi | . (1.10)
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In this way, the observation of the 0νββ decay would be a direct confirmation of

the Majorana nature of the neutrinos and would allow the study of the Majorana

phases in the PMNS matrix and the absolute neutrino mass scale [8].

1.6 Current Status of the Field

Due to its high importance for modern physics, there are several leading experi-

ments searching for neutrinoless double beta decay using different experimental

set-ups and isotopes that undergo double beta decay. Their isotope, background

rate and energy resolution product, total exposure, lower limits and half-life

sensitivites are given in the next chapter in Table 2.2.

Even though KamLAND-Zen and EXO-200 both use 136Xe, they are based on two

different approaches: EXO-200 exmploys a cylindrical time projection chamber,

equipped with wires and avalanche photodiodes, and is filled with 200 kg of

liquid xenon enriched to 80.6% [36]. KamLAND-Zen, on the other hand, consists

of 13 t of xenon loaded liquid scintillator inside a 1.5 m radius spherical nylon

balloon in the centre of the KamLAND detector, filled with 1000 t of liquid

scintillator as an active shield [37]. These huge quantities of 136Xe provide high

exposures for these experiments.

There are also bolometers probing the Majorana nature of neutrinos, measuring

incident radiation via crystal heating: As examples, CUPID and CUORE, both at

LNGS in Italy, employ 82Se and 130Te, respectively [38, 39]. While CUPID utilised

scintillating bolometers with 24 enriched ZnSe crystals, CUORE is a ton-scale

cryogenic bolometer array.

Aside from GERDA, which is explained in detail in the next chapter, there exists

also the Majorana Demonstrator based on high purity germanium detectors

enriched to > 86% in 76Ge [40]. At the Sanford Underground Laboratory in the

USA, at a 4300 m water equivalent depth, the experiment consists of 29.7 kg

of enriched detectors in vacuum cryostats surrounded by copper shields and

lead bricks, a radon enclosure, and veto panels to minimise the background.

The GERDA and Majorana Collaborations are now working together as part of

LEGEND in the search for the neutrinoless double beta decay [41].



Chapter 2

The GERDA Experiment

The Germanium Detector Array (GERDA) experiment at the Laboratori Nazionali

del Gran Sasso (LNGS) has been built by an international collaboration of 16

institutions for the high sensitivity search of the neutrinoless double beta decay

of 76Ge [6]. It employs high-purity germanium diodes isotopically enriched in
76Ge to > 86%, acting simultaneously as the detector and source material. The

detection mechanism and the expected signal are described in Section 2.4. The

germanium diodes are operated directly submerged in high purity Liquid Argon

(LAr) in a 64 m3 cryostat of 4.2 m diameter. This provides the necessary opera-

tional temperature for the detectors, as well as shielding against environmental

radioactivity.

The cryostat is surrounded by a 590 m3 with 10 m diameter purified water tank,

suppressing γ-radiation and absorbing neutrons. In addition, cosmic muons

are detected by a Cherenkov veto system, described in Section 2.8, using 66

8-inch Photomultiplier Tubes (PMTs) installed inside the tank. The experiment is

located in an underground laboratory, 1400 m (3500 m water equivalent) below

the surface to suppress cosmic rays. These shielding and veto layers ensure

a substantial reduction of the background and the highest possible sensitivity

for the experiment. Figure 2.1 depicts a schematic dissection of the GERDA

experiment. Further literature, describing the experiment in full detail, can be

accessed in the publications of the GERDA Collaboration [6, 7, 42–46].

The physics program of GERDA set its goal to achieve a median sensitivity of

1026 yr on the 0νββ half-life by gathering a total exposure of 100 kg · yr, divided

into two main phases: Phase I and Phase II [7, 42]. The following Sections 2.1

13
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and 2.2 report the upgrades and achievements of each phase, while Table 2.1

summarises the results, as well as the goals for the future.

a) GERDA Overview b) LAr veto system c) Detector array

FIGURE 2.1: GERDA experiment schematic view divided into three zoom levels:
a) Overview of the GERDA experiment surrounded by a water tank Cherenkov
muon veto equipped with PMTs (1), LAr cryostat (2), and clean room (3) from
where the germanium detector array is lowered into the LAr cryostat on strings
via a lock and suspension system (4). The glove box (5) allows the clean handling
of the materials. The top muon incident angle is controlled by a plastic muon
veto system (6).
b) LAr veto system, installed in Phase II, has its bottom (1) and top (5) equipped
with 7 and 9 PMTs, respectively. The fibre curtain (2) coated with wavelength
shifter leads the scintillation light to the SiPMs (3). Surrounding the veto are
copper shrouds (4) with entry points for the calibration sources (6, 7).
c) Germanium detector array arranged on 7 strings held in place by copper
support rods with readout cables and high voltage cables (2) going through to
the amplifiers (3). Figure from [45].



Chapter 2. The GERDA Experiment - Phase II 15

2.1 Phase I

Between November 2011 and June 2013, Phase I of the experiment acquired data

with 12 kg of coaxial and 3 kg of Broad Energy germanium (BEGe) detectors

on four strings for a total exposure of 21.6 kg · yr. Thanks to the innovative

shielding system, an order of magnitude lower background index than previous

germanium experiments, such as HDM [47] and IGEX [48], was obtained with a

background index of 1.1+0.2
−0.2 · 10−2 event counts/(keV · kg · yr) at Qββ. Due to this

progress, Phase I yielded the most stringent lower limit of T 0νββ
1/2 > 2.1 · 1025 yr

at a 90% Confidence Level (CL) [44] for the 0νββ half-life of 76Ge. The median

sensitivity for the 90% CL limit was 2.4 · 1025 yr.

2.2 Phase II

To further reduce the background, the experiment received a substantial up-

grade moving to Phase II [7, 42]. One of the two main improvements was the

installation of a LAr veto system. It consists of a cylindrical volume with 2.2 m

height and 0.5 m diameter located at the center of the LAr cryostat. It contains a

total of 16 PMTs at its ends and, at this stage, a curtain of 810 fibres connected

to Silicon Photomultipliers (SiPMs). This hybrid anti-coincidence system de-

tects wavelength shifted scintillation light, induced by radioactive background

contamination outside the germanium crystals, as explained in Section 2.7.

The second major change was the installation of 20 kg of additional BEGe

detectors, increasing the active mass to 35 kg, on a total of seven strings. A photo

of such a Phase II BEGe detector string is shown in Figure 2.2. The data taking for

Phase II started in December 2015 and remained blinded in the region of interest

until June 2016 for the Ringberg GERDA Collaboration Meeting. The blinding

method and its importance for an unbiased analysis are explained in Section 2.6.

After collecting a total exposure of 10.8 kg·yr, resulting in a combined 34.4 kg·yr

of exposure, the data was unblinded and a new 90% CL lower limit was found for

a half-life of 5.3 · 1025 yr. With the enhanced PSD properties of the BEGe detectors

for background reduction, and the LAr veto system in place, a tenfold lower

background index was achieved with 1.0+0.6
−0.4 · 10−3 counts/(keV·kg·yr). These

results were subsequently published in Nature [45]. The following unblinding
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FIGURE 2.2: Photo of GERDA Phase II BEGe detector string (left) and the
LAr veto fibre shroud (right) that guides the scintillation light to the Silicon
Photomultipliers. The picture is taken after its upgrade in April 2018 to make it
denser and thus increase its light yield by a factor two.

events at the Cracow GERDA Meeting (Phase IIb) in June 2017 and GERDA

Meeting at LNGS (Phase IIc) in May 2018, each introduced another year of data,

thus improving the exposure, lower limit, and median sensitivity progressively,

as shown in Table 2.1.

Mass E BI (BEGe/Coax) L S
total 10−3 1026 1026

Phase Publication (year) [kg] [kg·yr] [counts/(keV·kg·yr)] [yr] [yr]

I Phys. Rev. (2013) [44] 17.9 21.6 5+4
−3 / 11+2

−2 0.21 0.24

IIa Nature (2017) [45] 35.6 34.4 0.7+1.1
−0.5 / 3.5+2.1

−1.5 0.53 0.40

IIb Phys. Rev. (2018) [46] 35.6 46.7 1.0+0.6
−0.4 / 3.5+2.1

−1.5 0.80 0.58

IIc Science (2019) [49] 35.6 82.4 0.6+0.4
−0.3 / 0.6+0.3

−0.2 0.9 1.1

Goal Projected [50] 45.1 100 1.4

TABLE 2.1: GERDA Phase I and Phase II results for different unblinding events
and publications in terms of active detector mass, exposure E , Background
Index (BI), T 0νββ

1/2 lower limit L on, and T 0νββ
1/2 median sensitivity S .

As a result of these advancements, GERDA achieved the world’s best median

sensitivity on the 0νββ decay half-life of 1.1 · 1026 yr, published in Science [49].

The unblinded combined spectrum for with the best fit of no event reconstructed
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within Qββ ± 2σ is given in Figure 2.3. This lead to the most stringent 76Ge 0νββ

half-life limit of 0.9 · 1026 yr at 90% CL.

FIGURE 2.3: Latest unblinded results of GERDA Phase II as a combined spectrum
of enriched detectors for 53.9 kg·yr of exposure prior to active background
rejection analysis cuts (white), after Pulse Shape Discrimination (grey), and LAr
veto and PSD combined (red). The main background contributions are labelled.
The background indices around Qββ (small graphs, solid blue lines) are shown
for each detector type separately. The best fit is of no event reconstructed within
Qββ ± 2σ with the 0νββ signal limit (dashed blue curve) of T1/2 = 0.9 · 1026 yr
at 90% CL. The blinding method is explained in Section 2.6. Figure from [49].

The current leading experiments in the field, presented in Section 1.6, are listed

in Table 2.2 sorted by their double beta decaying isotopes. Notably, while 136Xe

experiments collect a lot of exposure, the 76Ge experiments excel in energy

resolution and background suppression.

B·FWHM E L S
Experiment Isotope [counts/(t·yr)] [kg·yr] 1026 [yr] 1026 [yr]

GERDA [49] 76Ge 2 82.4 0.9 1.1
Majorana [40] 76Ge 15 23 0.27 0.48
KamLAND-Zen [37] 136Xe 96 540 1.07 0.56
EXO-200 [36] 136Xe 114 234 0.35 0.50
CUORE [39] 130Te 108 24 0.15 0.07
CUPID [38] 82Se 83 2 0.02 0.02

TABLE 2.2: Comparison of leading 0νββ decay experiments ordered by isotope,
showing listing product of background rate B and FWHM energy resolution,
exposure E , lower limit of the 0νββ decay half-life L at 90% CL, as well as
median sensitivities S at 90% CL
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FIGURE 2.4: Current Limits on mββ parameter space for three light Majorana
neutrinos plotted against lightest neutrino mass mlight (left), the sum of neutrino
masses Σ (centre), and the effective neutrino mass mβ (right). The horizontal
bands show the upper limits obtained by GERDA (blue) and the combination
with all leading experiments (grey), which are listed in Table 2.2. The width is
given by the unknown CP-violating Majorana phases (dark shading) and by
the current 3σ intervals of the neutrino oscillation observables from NuFIT [27]
(light shading). The vertical limits come from cosmology, an extended model
bound, and the KATRIN experiment [51–53]. The nuclear matrix elements to
deduce the limits are from [28]. Figure from [49].

Together, these state-of-the-art experiments have set progressively stronger con-

straints on the mββ parameter space to 66–155 meV, getting closer to the unveiling

of the true nature of the neutrino [49]. Figure 2.4 shows the upper limits on mββ

obtained by GERDA and the complementary combination of its results with all

leading experiments in the field. A large part of the degenerate region has been

excluded and modern physics is on the brink of probing the inverted neutrino

ordering.

After setting the standard in median sensitivity, GERDA underwent a month-

long upgrade, starting in April 2018. The central string containing non-enriched

natural detectors, that are the topic of Chapter 3, was lifted up and the nat-

ural diodes were replaced with five new Inverted Coaxial detectors, which are

described in Chapter 4. As a result, the active mass was increased by 9.5 kg,

allowing for an even faster exposure build-up. The exposure history of GERDA

is reported in Figure 2.5, depicting the achieved exposure, the upgrade break,

and the projection into the future.

Moreover, a denser fibre shroud was installed, as shown on the right in Figure 2.2,

increasing the light yield two-fold. In addition, the high voltage and signal cables

were replaced with lower activity ones in an effort to reduce the 214Bi influence

on the experiment established in a γ-line study, reported in Section 3.2.5. This
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FIGURE 2.5: GERDA Phase II exposure history, starting in December 2015 and
acquiring 59.8 kg·yr (81.4 kg·yr combined with Phase I) until the last unblind-
ing in May 2018. Afterwards the experiment received an upgrade in form of
additional germanium detectors: Inverted Coaxial detectors of Chapter 4. The
experiment is predicted to achieve 100 kg·yr exposure by the end of 2019. Figure
from [54].

leads to the prediction that GERDA will be able to further improve upon its

background index around Qββ for its final unblinding with 100 kg·yr of exposure.

Already, the mean expected background with this design exposure of 100 kg·yr

is below one event at Qββ, making GERDA the first background-free experiment

in the field [45]. The sensitivity of such a background-free experiment with

excellent energy resolution grows linearly with the exposure, as evidenced by

Equation 2.3, unlike competing experiments, whose sensitivities exhibit a square

root proportionality.

This effect is due to the calculation of the half-life T0νββ
1/2 sensitivity as an expres-

sion of the time to collect a number of signal events nsig equal to the uncertainty

on the background event count nbkg, with [24]

nsig =
1

T0νββ
1/2

NA · ln 2
ma

· fenr · fAV · ε0νββ · E ,

nbkg = BI · ∆E · E ,

(2.1)
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FIGURE 2.6: Projection of the Gerda median sensitivity depending on Back-
ground Index (BI). The reason for the upgrade from Phase I to Phase II was
the need for an order of magnitude lower background index to remain in the
linearly scaling regime. By achieving such a 10−3 counts/(keV · kg · yr) back-
ground index at Qββ, the experiment will stay in the linear regime until its
design exposure of 100 kg·yr is attained. Figure from [42]

and, given the Poisson distribution of nbkg, substituting

nsig =
√

nbkg , (2.2)

amounting to

T0νββ
1/2 =

NA · ln 2
ma

· fenr · fAV · ε0νββ ·
√

E
BI · ∆E

BI·∆E�E
∝

E
BI · ∆E

, (2.3)

where T0νββ
1/2 is the half-life, NA the Avogadro number, ma the atomic mass, fenr

the detector enrichment fraction, fAV the detector active volume fraction, ε0νββ

the 0νββ detection efficiency after analysis cuts, BI the background index, ∆E

the energy resolution, and E the exposure.

Figure 2.6 depicts how the median sensitivity scales linearly up to the goal

exposure due to the low background index of GERDA. This background-free
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FIGURE 2.7: Active background reduction techniques employed in GERDA:
SSE (left) event topology discrimination from MSEs through detector anti-
coincidence (second from left), PSD (second from right), and detector LAr
anti-coincidence veto (right). Figure from [54].

environment was achieved through several techniques: The first was the min-

imisation of the radioactivity in close proximity to the detectors by meticulous

material selection based on screening results. The detectors assist each other

through anti-coincidence, while PSD significantly lowers the remaining back-

ground after analysis cuts. Last but not least of the techniques is the underground

operation with additional water and LAr shielding and active vetoing through

light detection. Figure 2.7 shows a schematic of the active background reduction

techniques.

Phase II has thus proven that the techniques of background suppression through

direct immersion in LAr, the detection of the LAr scintillation light, and the

excellent pulse shape performance of the BEGe type germanium detectors lead

to an order of magnitude superior background index at Qββ, normalised by

energy resolution, in comparison to experiments using other isotopes.

2.3 The LEGEND Project

The success of the GERDA concept inspired the formation of LEGEND (Large

Enriched Germanium Experiment for Neutrinoless ββ Decay), a new global col-

laboration designing the next generation germanium detector array with the goal

of reaching one ton of germanium directly submerged in LAr [41]. The GERDA

Collaboration, the Majorana Collaboration (with the Majorana Demonstrator
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as one of the leading experiments listed in Table 2.2), and many additional

institutions, based all over the world, have decided to join forces to build a

more sensitive germanium-based detector array. In its first phase, 200 kg of

germanium detectors will be deployed inside the GERDA cryostat at LNGS with

the aim to reach a median sensitivity of 1027 yr. In the second phase, the goal is to

build an experiment featuring one ton of 76Ge detectors, unlocking a discovery

potential at a half-life beyond 1028 yr. Table 2.3 summarises the achievement of

GERDA in relation to the goals of LEGEND. In order to achieve these sensitivities

in a background-free regime, the background indices have to be lowered by

around an order of magnitude in each phase. This highlights the significance

of improving the background reduction techniques, such as background source

location identification, as presented in Chapter 3.

Active Mass BI O(S(T0νββ
1/2 ))

Experiment [kg] [counts/(keV·kg·yr)] [yr]

GERDA (current) 45 10-3 1026

LEGEND-200 (projected) 200 2 · 10-4 1027

LEGEND-1000 (projected) 1000 3.5 · 10-5 1028

TABLE 2.3: Comparison of GERDA and projected goals of LEGEND in terms
of background indices to scale linearly with exposure, enabling the order of
median sensitivity on the 0νββ decay half-life of 76Ge [42, 49, 55].

To obtain such a large germanium detector mass, a new detector type with

equally outstanding PSD capabilities, but much larger size was explored. Five of

these new Inverted Coaxial detectors were characterised for GERDA and their

active volume fraction and active mass were determined in the framework of

this thesis in Chapter 4. In the future, these new detectors will serve as the

backbone of the search for the 0νββ decay.

2.4 Particle Detection with Germanium Diodes

The germanium detectors in GERDA are crystal diodes operated with an applied

reverse bias high voltage to deplete them. They feature a groove, separating

the positively biased inner p+ readout electrode from the outer grounded n+

electrode. Charged particles and photons ionise the germanium crystals, produ-

cing charge carriers in the conduction band proportional to the incident energy.
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Under an applied reverse bias voltage on the semiconductor, the electrons and

holes drift towards the electrodes. The resulting current can be measured by the

readout electrode [56].

QββEnergy

C
ou

nt
s 2νββ

0νββ

FIGURE 2.8: Theoretical spectrum of the summed energy of the detected elec-
trons separating double beta decay (gray continuum, 2ν2β) and neutrinoless
double beta decay (red peak, 0ν2β). The maximum energy peak is only observed
for the neutrinoless case and is located at Qββ = (2039.006± 0.050) keV [57].

A double beta decay produces two electrons, which can then be detected by the

germanium diodes. The neutrinos leave the detector without energy deposition.

A continuum is observed for the case of two neutrinos additionally carrying away

a variable amount of the total energy produced in the decay. If the neutrinos

however annihilate off-shell, the maximum energy is fully distributed to the

electrons. The measured energy sum of the two electrons thus appears differently

in the spectrum, depending on the event topology, as visualised in Figure 2.8. In

the energy sum, the 0νββ decay would thus be measured as a sharp peak at the

total reaction energy Qββ [6]. For 76Ge, it is located at (2039.006± 0.050) keV [57].

This peak is the signature that the GERDA experiment is searching for. The

background in that region needs to be perfectly understood and minimised, as

described in Section 2.6. The germanium diodes play the parts of the sources

– by being isotopically enriched in 76Ge to > 86% – and the detectors simultan-

eously [7, 42].

Thermal excitations introduce electrons from the valence band into the con-

duction band, which can result in a leakage current. This effect needs to be
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minimised as it mimics a real signal [56]. In GERDA, the germanium diodes are

thus kept at temperatures of around 86 K by the LAr in the cryostat. Their meas-

urement signals are guided to radio-pure low-noise cryogenic pre-amplifiers

that are located approximately 50 cm above the array. On the outside, they are

passed into Flash ADC (FADC) channels, where they are converted for digital

processing [6, 7, 42, 43].

FIGURE 2.9: Three trajectories (blue, yellow, green) inside a Broad Energy
Germanium (BEGe) detector are shown (left) stemming from interactions (circle)
in the bulk volume. The produced holes (dashed lines) drift towards the p+
readout electrode (red disk). The electrons (continuous line) move towards the
n+ electrode (surface of the cylinder, dotted). Induced charge and current time
evolution (right) for the different paths are of identical characteristic shape, but
differ in rise time. Figures from [58].

There are three types of high-purity germanium detectors employed in GERDA:

Coaxial, the more advanced Broad Energy Germanium (BEGe), as well as the

new Inverted Coaxial (IC) detectors. They are all cylindrical in shape, but the first

have a central hole almost as long as the detector height, acting as the readout

electrode, while the other two have a small concentric circle as the cathode,

called a point contact readout electrode, that collects the drifting holes produced

in the interactions. The left side of Figure 2.9 shows the schematic view of three

electron-hole trajectories inside a BEGe detector. Their characteristic paths follow

the applied electric field. The field strength increases dramatically in the vicinity

of the readout electrode as the p+ contacts of BEGe and IC detectors are small

when compared to the outer dimensions. Independent of event topology, a

characteristic pulse shape is induced. The identical shape is observed for the

time evolution of the induced signals, on the right of Figure 2.9. The charge and
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current pulses, which correspond to the three trajectories, are shown on the top

and bottom respectively. Far away from the cathode, the induction is much more

attenuated and the different drift paths differ only in a variation of their rise

time depending on the drift length.

The uniformity of the measured sharp signal peaks can be exploited with the

help of PSD. Double beta decay events are a very local phenomenon. In ger-

manium, the range of an electron with 1 MeV kinetic energy is around 1 mm [59].

The two involved electrons thus deposit their energies in the bulk volume of

the detector close to the original decay, which makes them Single-Site Events

(SSEs). Background events are often depositing energy in multiple locations,

such as γ-rays undergoing multiple Compton scattering inside the detector

volume, resulting in Multiple-Site Events (MSEs). Figure 2.10 illustrates the

concept with a schematic top-down view of a germanium detector for different

event topologies and the corresponding induced charge and current waveform

pulses. The distinction of SSEs and MSEs is exploited to effectively reduce the

background [43, 58, 60]. MSEs yield separated measured current peaks in the

germanium detector, while SSEs create only a single dominant one. From the

shape of the signal pulse, the original event topology can be inferred. In practice,

the maximum measured current amplitude A is taken in the ratio to the total

energy E, leading to the A/E classifier. For MSEs, where the current signal is

divided up into multiple peaks, a lower A/E classifier is obtained than for SSEs.

Fast pulses with a higher A/E classifier are obtained when α- or β-particles

deposit energy on the p+ electrode. Slow pulses are produced due to charge

diffusion processes into the Transition Layer when β-particles enter the outer

n+ electrode, which is much thicker, such that α-particles cannot penetrate. The

Transition Layer is created during the production of the n+ electrode through

thermal diffusion with lithium. The topic of Section 4.3.2 is the Transition Layer

found in IC detectors, while Section 5.3.3 simulates the A/E classifier of said

Transition Layer. Due to the point contact electrode, BEGe and IC detectors

possess superior SSE to MSE discrimination properties and thus provide a major

background reduction [58, 60].
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a) Event topologies

b) Induced charge and current waveform pulses

FIGURE 2.10: Event topology discrimination: The double beta decay (ββ) of 76Ge
is a bulk Single-Site Event (SSEs) that induces a single current peak. Single α/β
decays are surface events on the n+ electrode (slow pulses) and p+ electrode (fast
pulses), respectively. Multiple-Site Events (MSEs) can originate from outside or
inside the germanium and interact in multiple locations in the detector, inducing
multiple current peaks. Additionally, they can travel into another diode or the
LAr and can be vetoed through anti-coincidence. Figure from [60].
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2.5 Calibration of Germanium Detectors

In the GERDA Collaboration, the main responsibility of the University of Zurich

group is the calibration of the germanium detectors. Sealed radioactive sources

are lowered during calibration runs from above into the LAr on a motorised

steel band using the Source Insertion System (SIS) in the clean room [61, 62].

Table 2.4 summarises the calibration procedure.

Action Source location

Deactivate PMTs 0 m (initialised; clean room)
Start calibration run 0 m (clean room)
Lower source -8.570 m (bottom of array)
Raise source -8.415 m (centre of array)
Raise source -8.220 m (top of array)
Raise source 0 m

TABLE 2.4: Calibration procedure showing an individual source’s chronological
location in respect to the initialised position in the clean room (at 0 m) and
order of performed actions. At each calibration location, the array is exposed
for 20 minutes to the source, making a calibration run last 3 hours in total.

The main calibration is performed weekly, employing three low neutron emission
228Th sources. 228Th exhibits several strong peaks around the region of interest

and throughout the energy spectrum, while offering an adequately long half-

life of 1.91 yr [63]. Due to the precise knowledge of the γ-line energies from

literature, the energy spectrum can be accurately interpolated throughout the

full range [63]. Another benefit of the regular calibrations is the monitoring of

the energy scale stability by γ-line position evolution comparison between ADC

and calibrated energy throughout runs. In addition, the energy resolution of the

detectors at Qββ for the 0νββ decay analysis is estimated from calibration data.

A key factor of the 228Th usage is the exploitation of the 208Tl peak at 2615 keV

and the detector effects it creates. Since their initial energy is above the 1022 keV

electron and positron rest mass sum, these γ-particles can undergo pair produc-

tion inside the germanium. While the produced electron deposits its energy

directly, the positron immediately annihilates with an electron in the crystal,

releasing a photon pair with 1022 keV total energy. The highest probability is

that both photons are reabsorbed, creating the large Full Energy Peak (FEP) at

2615 keV. If one or both photons escape the finite detector, 511 keV is lost for

each photon, forming the Single Escape Peak (SEP) at 2104 keV and Double
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Escape Peak (DEP) at 1593 keV, respectively. As a consequence, the DEP topo-

logy provides a large library of SSEs. This fact is used in several analyses that

require pure SSE events, such as the verification of simulated SSE waveforms in

Chapter 5.

To measure enough events in the calibration time frame, the 228Th sources need

to possess an activity of at least 8 kBq or more to allow for low uncertainty

peak fits. Activities above 40 kBq can lead to a high amount of pile-up events.

Chapter 6 reports the production and characterisation of new low neutron

emission 228Th sources with suitable activities. They are consequently in use as

the main calibration sources of the GERDA experiment.

2.6 Background Prediction prior to Blinding

The 0νββ decay is evidenced by a peak at Qββ of energy 2039 keV, thus the

primary goal of the experiment is to achieve the lowest possible background

particularly in that region. The GERDA Collaboration blinded a range of Qββ ±
20 keV for each new dataset to ensure an unbiased analysis of the background

before revealing the region of interest. Figure 2.11 shows a representation of

these defined energy windows. The blinded window is displayed in yellow. The

background outside the window was used to fix the calibration parameters, the

quality cuts, and the background model [43, 64]. The GERDA background model

is explained further in Chapter 3.

FIGURE 2.11: Representation of the energy windows used in the blind analysis
of the GERDA Phase I energy spectra. The size of the blinded window (yellow)
is 40 keV. The full energy range (blue) covers 100–7500 keV. Purple cutouts of
size 10 keV are excluded due to known γ lines in the background model. Figure
from [43].
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The background index in the blinded window was estimated by an interpolation

of the adjacent domains. This prediction for the background index inside the

window was then successfully tested for consistency after unblinding two 15 keV

broad sidebands. A region of Qββ ± 5 keV remained blinded (the red region

labelled ∆E in Figure 2.11) [43]. The latest unblinded results of GERDA are shown

in Figure 2.3.

2.7 Liquid Argon Veto System

The high purity LAr, surrounding the germanium detector array, greatly de-

creases the γ-ray background from environmental radioactivity with a suppres-

sion factor on the order of 103 at Qββ [65]. The cryostat is additionally reinforced

with an inner copper shield that reduces the amount of 42K ions coming from
42Ar decays [7, 42].

In Phase II, a cylindrical volume of LAr inside the cryostat is used as an active

veto. A schematic illustration of the veto surrounding the germanium detector

array is shown in Figure 2.1. In response to energy deposits by γ-rays or electrons,

LAr generates scintillation light. The scintillation light wavelength of 128 nm

is in the VUV spectrum and therefore below the threshold of the radiative

transmissibility of PMT windows. Two copper shrouds lined with wavelength

shifting reflector foils made from TPB coated Tetratex are installed around the

top and bottom PMT array [66]. The scintillation light is hence converted to

a higher wavelength before reaching the PMTs. Nine low radioactivity 3-inch

PMTs detect light from the top and seven from the bottom of the array [43, 65, 66].

The central part of the cylinder features a curtain of 810 wavelength shifting

fibres, also coated with TPB, that are connected to SiPMs for optimal light

detection efficiency. Events observed by this hybrid system in coincidence with

the germanium detectors can therefore be vetoed. This reduces the background

greatly, as external events and even a fraction of germanium MSEs traverse the

LAr [43, 65].
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2.8 Cherenkov Detector Muon Veto System

The mountains of Gran Sasso provide an overburden of 1400 m deep rock. This

corresponds to around 3500 m of water equivalent shielding. The purified water

around the experiment moderates and absorbs neutrons and suppresses external

γ-radiation. High energy cosmic ray muons, that arise from π and K decays in

the atmosphere, however, can penetrate the rock and concrete surrounding the

experiment and interact with the used materials. The muons traverse the tank

with a velocity faster than the speed of light in water. The resulting Cherenkov

radiation along their paths is then observed by 40 8-inch PMTs on the walls of

the tank, and additional 20 on the bottom, and 6 beneath the cryostat for a total

of 66 PMTs. Incoming muons from the top above the cryostat are detected by

a layer of plastic scintillators above the clean room. The purified water tank

and the outside of the cryostat are lined with a wavelength shifting reflector foil,

which shifts the Cherenkov light from the UV into the optical range [6].

FIGURE 2.12: Inside the empty GERDA Cherenkov muon veto system water
tank of 10 m diameter. 66 PMTs on the outer walls detect the Cherenkov light
produced by incoming muons. The LAr cryostat is located in the center.
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In conjunction with the LAr veto system, such events can be tagged as muons.

The muon detection efficiency for Phase I with only the Cherenkov detector

muon veto was around 98% [6]. Germanium detector events in coincidence can

be rejected with a muon quality cut.





Chapter 3

GERDA Enriched and Natural

Detector Background Model

The goal of GERDA was to achieve a background-free regime for its region

of interest over the full acquired exposure to allow for linear scaling of the

sensitivity on the half-life of the 0νββ decay. The prediction of the spectral shape

of the background in the blinded region of interest to conclude the background

index necessitated the prior modelling of all background sources through MC

simulation performed by a team of collaboration members. Then followed a

combined fit of these backgrounds to the full energy spectrum prior to analysis

cuts, as explained in Section 3.1.

In the process, the precise background source locations were identified, such

as in the γ-line study presented in the framework of this thesis, as described

in Section 3.2.5 for the case of the 214Bi source origin. The knowledge of the

location of these residual impurities will enable LEGEND to develop background

reduction techniques to reach a background index of 0.6 counts/(FWHM · t · yr)

and thus a background-free regime [41]. The 214Bi source origin identification

of this work was made possible by the creation of a background model for

the natural non-enriched Coaxial type germanium detectors in Section 3.2.2,

capitalising on their order of magnitude lower natural abundance of 76Ge. Prior

to that, their detector stability had to be investigated to produce a high quality

dataset, as explained in Section 3.2.1. In addition, the activities of 39Ar and 85Kr

were obtained with the model in Section 3.2.3 and Section 3.2.4, respectively. In

the last part, a conclusion and the impact on other analyses are presented.

33
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3.1 GERDA Background Model

For the background model of GERDA, all interactions depositing energy in the

germanium detectors which did not stem from the 0νββ decay signature of
76Ge at 2039 keV were regarded as experimental background. This included

for example natural radioactivity of parts in the vicinity of the detectors, such

as 214Bi and 214Pb stemming from the decay chain of 238U. Another set of β/γ-

induced background events originated from the 232Th decay chain, namely 212Bi,
212Pb, 208Tl, and 228Ac. In a study by the GERDA Collaboration, only upper limits

were found for the 238U and 232Th bulk content of the detectors [67]. Furthermore,

the 60Co background from cosmogenic activation of copper components of the

experiment, chosen for their high radiopurity, needed to be considered. Any

significant cosmogenic production of 60Co and 68Ge in the detectors themselves

had been avoided through underground storage with only brief windows of

transportation, making their contributions to the background model negligible.

Another source of background was posed by the omnipresent 40K in all materials

and 42K as a decay product of the cosmogenically induced 42Ar in the LAr of

the cryostat. The germanium detectors were shielded from the majority of the α-

background through their lithium diffused n+ electrode on the order of around

1 mm thickness on almost the entire outer surface. Chapter 4 describes this

concept further. The only penetrable surface for α-particles was the boron doped

p+ readout electrode of around 0.5 µm thickness. In the process, the inevitable

energy loss lead to a strong low energy tails in the α-model consisting of daughter

decays of the 226Ra chain in the 238U series, such as 222Rn and predominantly
210Po.

The range of the background model was set on the lower end to 565 keV, just

above the 39Ar β spectrum, to exclude the influence of 39Ar and 85Kr [64]. On

the upper end, the 210Po α-peak at 5304 keV coincides with the highest measured

event energies.

The experimental backgrounds were modelled independently and with varying

source locations through MC simulations of the full germanium detector array

using the MaGe framework based on Geant4 [68]. The resulting GERDA Phase

II background model, shown in Figure 3.1, consists of 8 main background com-

ponent groups and was a joint effort of the collaboration [64]. The contribution

in the framework of this thesis was the simulation of the high voltage cable
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FIGURE 3.1: GERDA Phase II main background model (black) for the two
different enriched detector types divided into different components (coloured).
The model is a global fit to the blinded full energy spectra (a, b) that lead to a
flat background prediction in the region of interest (c). The contributions were
grouped by association, for example the 210Po group contains also 226Ra and its
daughter nuclei emissions. The high voltage cable and mini-shroud components
of the 214Bi & 214Pb background (green) were simulated in the framework of
this thesis. [64].
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and mini-shroud components of the 214Bi & 214Pb background sources and the

determination of the 214Bi source origin through a γ-line study, described in

Section 3.2.5. In addition, the MaGe framework was updated for the usage with

the newest stable version of Geant4 (release 10.4 with CLHEP 2.3.4.4) which

included several internal physics improvements for more accurate results [69].

The relative contributions of the simulated background sources were determined

through a combined binned Bayesian fit to the experimentally measured energy

spectrum with BAT (Bayesian Analysis Toolkit) [70]. The fit was performed for

32.1 kg·year of enriched BEGe and 28.1 kg·year of enriched Coaxial germanium

detector type data. In the region of interest, the background model before

analysis cuts yielded a background index of 16.04+0.78
−0.85 · 10−3 counts/(keV·kg·yr)

for the enriched BEGe and 14.68+0.47
−0.52 · 10−3 counts/(keV·kg·yr) for the enriched

Coaxial detector datasets [64]. The spectral shape in an energy range of±100 keV

around Qββ was determined to be flat, which lead to the final GERDA background

index after PSD and LAr cuts of 0.4+0.6
−0.3 · 10−3 counts/(keV·kg·yr) for enriched

BEGe and 0.7+1.0
−0.5 · 10−3 counts/(keV·kg·yr) for enriched Coaxial detectors [71].

3.2 Natural Detector Background Model and Ana-

lysis Avenues

In the 7 string set-up of the GERDA array, the 3 natural non-enriched coaxial

type detectors GTF112, GTF32, and GTF45 were located in the central string,

shown in Figure 3.2. Due to their lack of enrichment, they exhibited a 7.6% and

thus an order of magnitude less natural abundance of 76Ge than the enriched

detectors [6, 72]. This meant that they could not be used directly for the 0νββ

analysis, but at the same time the 2νββ background was strongly suppressed.

This opened up an avenue to study other background components in this energy

range in more detail without their energy lines being covered up by the otherwise

dominant continuum.

Since there were a number of background source spectra, each with their in-

dividual footprint, indiscernibly layered together, a background model for the

natural detectors needed to be developed to determine their exact relative con-

tributions. This was also a chance to extend the range of the background model
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FIGURE 3.2: Left: Central string of the GERDA array, featuring the 3 natural
non-enriched coaxial type detectors GTF112, GTF32, and GTF45. Right: Position
of the central string surrounded by the other 6 strings in the clean room before
lowering into the cryostat.

below 565 keV to the low energy region and retrieve accurate results of the

cosmogenically produced 39Ar activity. On the upper end, the model ranges up

to 5.5 MeV to cover the most important α-contributions as well.

Another interesting, but so far neglected, low energy background dissolved in

the LAr is the anthropogenic 85Kr. Its half-life is 10.8 yr and its signature is

partly from a β decay of maximum energy 687 keV, resulting in a continuum

strongly degraded by the electrode thickness at this low energy [63]. The second

decay channel is by β emission of 173 keV followed by a γ-particle of energy

514 keV, creating the single large peak barely visible in the enriched detector spec-

trum [63]. Therefore the natural detector background model had the potential

for much improved fits with lower uncertainties for both of these background

sources. In the following, two analyses are presented: First, the specific activities

of 39Ar and 85Kr were extracted. Secondly, the γ-lines of 214Bi were studied to

identify its primary source location as an input for the enriched background

model.

A better grasp of the low energy region became crucial as several analyses needed

input on the previously not well understood low energy backgrounds below

the background model lower threshold and below the artificially set 500 keV

PSD one. For example, the estimation of the distortion of the 2νββ continuum
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shape through other hypothetical decay channels, such as Majorons, is the most

accurate if all backgrounds in the same energy range are well constrained [33].

For the main GERDA background model, an analysis was performed on the basis

of the natural detector spectra to identify the background source location of 214Bi

through a comparison of MC simulated peak ratios to data peak ratios.

3.2.1 Detector Stability Study and Quality Dataset Production

In order to create the natural detector background model, the natural detector

dataset needed to be studied first, its times of detector energy instability removed,

and then its data formats produced. Unlike the BEGe and Coaxial detectors,

for which the collaboration had a designated data quality team, the natural

detectors were omitted and waveforms and spectra had not been thoroughly

investigated before. In the framework of this thesis, the natural detector stabilit-

ies were studied, using previously gained data quality expertise gathered with

the other detector types. Starting from the beginning of Phase II with Run 53

in December 2015 and ending with the milestone Run 92 in February 2018, the

study encompassed 799 days of data. The study enabled the optimisation of the

dataset through the creation of new run configuration files (RunConfig) for each

run. These files accounted for all times of instability signified through either

pulser jumps, pulser drifts, or unstable γ-lines. This drastically reduced effects,

such as peak broadening, that could significantly affect analysis results.

In total, 1.8 kg·yr of unstable natural detector exposure was identified, as il-

lustrated in Figure 3.3, leaving a cleaner dataset of 9.1 kg·yr down from a raw

10.9 kg·yr to be analysed. This was subsequently implemented into the official

GERDA data production cycle v04.00.

3.2.2 Natural Detector Background Model Combined Fit

The next step were surveys of the low energy region for continua and γ-lines

stemming from contributions disregarded in the main background model and

their locations. This entailed comparisons of LAr coincidence and anti-coincidence

of direct line searches crossed with the correlation of detector positions. Addi-

tional MC simulations of 39Ar and 85Kr with 109 events each were performed
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FIGURE 3.3: Natural detector dataset evolution through all of runs 53 – runs 92
signified by energy scale stability on the y-axis in units of reconstructed pulser
energy and identifying times (red bars) that any of the natural detectors were set
to anti-coincidence mode and thus taken out of the total dataset. This enabled
the optimisation of the dataset and the removal of instability artifacts such as
peak broadening.

with MaGe, assuming a uniform distribution within the LAr. For the minimal

background model, shown in Figure 3.4, the following component groups were

identified in the combined fit to the new natural detector dataset: 2νββ, 214Bi,
214Pb, 212Bi, 208Tl, 228Ac, 40K, 42K, 39Ar, 85Kr, and an α-model. The latter is com-

prised of 210Po and 226Ra chain daughter nuclei emissions on the p+ contacts. The
60Co component was of low significance and proved redundant in the minimal

model, mainly because of the high bulk-to-surface ratio of the natural detectors

and less copper in the vicinity of each detector due to the larger distance between

diodes in the central string, as seen in Figure 3.2.

3.2.3 39Ar Specific Activity Determination

The 39Ar β spectrum clearly dominates the region below its endpoint at 565 keV

in the natural detector background model due to the immersion of the ger-

manium detectors in LAr. An effect to be noted is the artificial peak at exactly

150 keV in the spectrum, originating from a reduction of the trigger threshold

starting in Run 87 from 150 keV down to 16 keV. The recording of this low energy
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FIGURE 3.4: GERDA Phase II natural detector background model fit to data (light
grey) with 8 components from Monte Carlo simulations over the whole energy
range. For better visibility, some component groups are grouped together, such
as 212Bi, 208Tl, and 228Ac or 214Bi and 214Pb. The α-model is composed of 210Po,
226Ra, and daughter nuclei emissions. The artificial peak at 150 keV is due to
the reduction of the trigger threshold starting in Run 87 down to 16 keV.

data together lead to even more accuracy on the 39Ar activity and a better fit of
39Ar with a lower p-value extracted from the dataset starting from Run 87 to

Run 92. The 39Ar component extracted in this manner was then scaled and used

as a set point in the final natural detector model over the full dataset. The natural

detectors were found to be ideally suited for the activity estimation of 39Ar in

the LAr of the experiment due to their large surface leading to a significantly

higher event rate of 39Ar decays in comparison to BEGe detectors. The order of

magnitude lower 2νββ component, however, was the main reason that lead to

very stable 39Ar fits.

Since the range of an electron with 1 MeV energy in germanium is around 1 mm,

the same order of the n+ electrode Dead Layer of the detectors, explained in

Chapter 4, needed to be considered for the β decay spectrum shape of 39Ar [73].

The n+ Dead Layer in the MC simulations was varied through geometrical

fiducialisation in 0.2 mm steps and thus revealed to be the dominant factor for
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the 39Ar activity uncertainty. Below 150 keV, the 39Ar spectrum is increasingly

degraded by the Dead Layer as shown in Figure 3.5. The p+ Dead Layer variation

had virtually no effect on the shape. Differences in fit range and bin count were

small in comparison to the uncertainty induced by the n+ Dead Layer.
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FIGURE 3.5: Variation of the n+ Dead Layer in 0.2 mm steps and its effect
on the 39Ar spectrum shape, where 0 symbolises the initial Dead Layer size
GERDA estimate. The region below 150 keV is increasingly degraded for higher
Dead Layer sizes as lower energy β-particles deposit a majority of their energy
without inducing a current.

The specific activity of 39Ar, averaged throughout data taking, was calculated by

applying Equation 3.1.

A
39Ar =

w · Nsim

ρ ·Vsim
, (3.1)

where w is the fitted weight from the multiplication of the simulated spectrum

with the uptime, Nsim the number of simulated events to obtain the spectrum,

Vsim the simulated volume, and ρ the density to retrieve the activity in units of

Bq/kg. The statistical uncertainty was estimated from the free 39Ar component

variation in the combined fit of the natural detector background model. The

systematic uncertainty stems from the resimulation of 39Ar with detector Dead

Layer thicknesses variation.
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The analysis thus resulted in the estimation of the current specific activity of
39Ar in the LAr as

A
39Ar = (1.17± 0.04 (stat.)± 0.06 (sys.)) Bq/kg . (3.2)

This result was compared after the fact to literature of a published 39Ar estimate

by the WARP Collaboration and an earlier estimate based on GERDA Phase I

data from Run 10 to Run 13 with a total live time of 100 days [74, 75]. The

WARP experiment was a prototype two-phase argon drift chamber equipped

with PMTs, searching for WIMP Dark Matter at LNGS [76]. As such, the WARP

energy spectrum observed by the PMTs inside the 2 l detector featured a much

lower energy resolution and, thus, individual components were much harder to

identify. In addition, the energy thresholds of both literature studies were chosen

to be higher, possibly decreasing the 39Ar fit accuracy, as evidenced by Figure 3.5.

The Phase I result was based on a simplified approach with a fit model consisting

of only an approximated flat distribution replacing the other backgrounds. The

analysis presented in this work is consistent within 1 σ significance with the

values found in literature featuring the lowest systematic uncertainty. The

activity estimates of GERDA and WARP are collected in Table 3.1.

Dataset Year Threshold 39Ar Specific Activity [Bq/kg]

This work 2019 16 keV 1.17 ± 0.04 (stat.) ± 0.06 (sys.)

GERDA Phase I 2014 100 keV 1.15 ± 0.05 (stat.) ± 0.10 (sys.)

WARP 2007 100 keV 1.01 ± 0.02 (stat.) ± 0.08 (sys.)

TABLE 3.1: Overview of the results of the 39Ar specific activity analysis and
earlier estimates based on Phase I data, as well as the results of the WARP
Collaboration [74, 75].

For the dark matter detector DEAP-3600, using 3600 kg of natural atmospheric

argon, a PhD thesis has recently reported a preliminary specific activity of 0.95±
0.03 Bq/kg, hinting that the 39Ar specific activity could be slightly lower [77].

Since the 39Ar originated from cosmogenic production in the atmospheric 40Ar

that the LAr was derived from, the argon abundance ratio was compared to

atmospheric measurements in literature [78]. The reported result was converted
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into the corresponding 39Ar concentration in 40Ar, as follows

C =
A

measAr

ApureAr =
A

measAr · T1/2 ·m
NA · ln(2)

, (3.3)

with C as the isotopic concentration, A
measAr the measured specific activity of

39Ar in atmospheric argon, A
pureAr the specific activity of pure 39Ar, NA the

Avogadro number, T1/2 the known half-life, and m the mass. The values of these

quantities are given in Table 3.2. This yielded an isotopic concentration of 39Ar

in atmospheric argon as

C = (8.6 ± 0.6) · 10−16 , (3.4)

in good agreement with a previously established (8.1 ± 0.3) · 10−16 value in

atmospheric measurement literature [78].

Parameters Values

m 38.964313± 0.000005 g
mol [79]

T1/2 (269± 3) yr [63]

TABLE 3.2: Parameters for the calculation of the isotopic concentration in
Equation 3.3.

3.2.4 85Kr Specific Activity Determination

When taking a closer look at the region between 400 keV to 1400 keV in the

natural detector background model, as displayed in Figure 3.6, the 85Kr peak

at 514 keV towers above the other contributions. For the enriched detector,

in contrast, the peak was hard to discern from background fluctuations of the

2νββ component. At the same time, the zoom into spectrum highlights other

previously buried peaks, such as from the 214Bi and 40K components. The clear

visibility of the 85Kr peak in the natural detector spectrum was essential to

estimate the specific activity of 85Kr.

In the first step of the analysis process, the simulated 85Kr spectrum had been

found devoid of the 514 keV peak. The issue lay within MaGe, inside the Geant4

SteppingAction class that had been originally set to flag and kill daughter nuclei

with a lifetime longer than 1 µs, without triggering their decay, to improve
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FIGURE 3.6: Zoom into natural detector background model combined fit to
data (light grey) in the energy window of 400 to 1400 keV, highlighting γ-lines
visible in the natural detector spectrum stemming from different background
sources: 514 keV of 85Kr, 609 keV and 1120 keV of 214Bi, and the 40K escape peak
at 950 keV from the 1461 keV main peak.

simulation performance. The β decay of 85Kr to 85Rb, responsible for the 514 keV

peak with a BR of 0.0043, however, takes 1.015 µs [63]. By increasing the flag

threshold, the problem was thus resolved.

After creating the natural detector background model, the 514 keV 85Kr peak fit

resolution was checked against the influence of the close-by 511 keV positron

annihilation peak. By studying the spectrum after applying the LAr veto cut,

the 208Tl peak was identified through its strong suppression by the cut. The

survival rate of the 514 keV peak, on the other hand, is much higher due to

the dissolution of 85Kr in the LAr, which is due to the increased likelihood of

detector surface vicinity emission without inducing scintillation light on the

way. Figure 3.7 depicts the natural detector data spectrum in relation to the

spectrum after LAr cut. The peak was thus shown to be the real, well resolved
85K decay. This enabled the setting of a small 3 keV energy window to fit the
85Kr peak. This peak fit and its Gaussian variation was then used as in input into
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FIGURE 3.7: Comparison of the natural detector data spectrum before (red)
and after LAr veto cut (blue). The identification of the 514 keV peak as 85Kr is
aided by its increased survival ratio by the LAr cut in relation to the strongly
suppressed positron annihilation peak at 511 keV.

the natural detector background model, constraining the statistical uncertainty

for the variation in the free constrained 85Kr component in the natural detector

background model combined fit. The systematic uncertainty on the 85Kr was

calculated from Geant4 simulation effects mentioned previously and simulated

volume to be 12%.

This allowed, thanks to the natural detector background model and by adapting

Equation 3.1, the calculation of the current 85Kr specific activity in the LAr,

averaged throughout data taking, resulting in

A
85Kr = (0.84± 0.12 (stat.)± 0.1 (sys.)) mBq/l . (3.5)

In comparison to the WARP result of (160± 0.130) mBq/l, a much lower uncer-

tainty was achieved [76]. The 85Kr specific activity result of the DARKSIDE-50

experiment for underground argon lead to and estimate of 2.86± 0.18 mBq/l,

but it is mentioned however that their source of 85Kr in the underground argon

is not yet understood [80]. The result of this work suggests around 106 atoms/l

or a relative abundance of 10−19 in the LAr of the GERDA experiment. Since
85Kr is mainly anthropogenic, with a relative abundance in natural krypton from

literature of around 10−11 (equal to 10 ppt) [81], this results in a 10−8 (equal to

10 ppb) contamination with natural krypton.
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3.2.5 214Bi Background Source Origin γ-line Study

In the main background model of GERDA Phase II, the origin of the 214Bi compon-

ent was initially inconclusive. While the p+ electrode and nylon mini-shrouds

were found in screening to be low significance locations, the high voltage cables,

copper shrouds coated with Tetratex, and the SiPMs (Silicon Photomultipliers)

were all indiscernibly dominant [64]. The screening results prior to the upgrade

of GERDA to Phase II had yielded slightly higher activity numbers for the mean

activity of the high voltage cables than for the other two, as evidenced by the

screening entry in Table 3.3. However, due to the large uncertainty on the meas-

urement, it remained unclear which of the locations was truly dominant [64].

Location Screening Result Global Mode

µBq/kg µBq/kg

High voltage cables 660± 210 dominant 560

Tetratex coated copper shroud 532± 53 533

SiPMs 351± 97 353

Nylon mini-shroud 43± 13 45

p+ (Coax) – 1.05

p+ (BEGe) – 0.36

TABLE 3.3: Result of the 214Bi background component location γ-line study
after inconclusive screening results and initial background modelling. The
identification of the dominant influence of the high voltage cables served as a
prior to induce the final global mode of the GERDA Phase II main background
model [64].

For this purpose, a 214Bi γ-line study on the natural detector dataset was per-

formed. All 214Bi γ-lines known from literature were studied through Bayesian

fitting, employing the BAT library [63, 70]. Four 214Bi peaks, otherwise buried

underneath the 2νββ continuum, were uncovered in the study of the natural

detector energy spectrum and are partly shown in Figure 3.6. The ratios of the

fit results with subtracted continuum background in relation to the most stable

peak fit of the 609 keV line in the 214Bi spectrum were calculated. In the next step,

the same ratios were extracted from the MC simulated 214Bi spectra originating

in different source locations: High voltage cables, Tetratex coated copper shroud,

and SiPMs. These ratios were then related in the analysis, as shown in Figure 3.8,

to determine the dominant component location. The peak ratios from the 214Bi
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MC simulations with the background source origin in the high voltage cables

coincided the best to data for all uncovered 214Bi γ-lines. This γ-line analysis

thus independently verified the cables in GERDA as the dominant 214Bi source

location.

FIGURE 3.8: Ratios of 214Bi peaks in the optimised natural detector data energy
spectrum (blue square) identified by a Bayesian fit to the 609 keV peak in
relation to ratios from MC simulated origins (circles) to determine the dominant
214Bi source location: Contamination stemming from either SiPMs (green circle),
Tetratex coated copper shroud (cyan circle), or high voltage cables (red circle).
The high voltage cable source (red circle) exhibited the best match to data for
each γ-line.

The identification in the natural detector dataset of the high voltage cables

as the dominant background source location of 214Bi as a prior helped de-

termine the 214Bi source origin hierarchy in the GERDA Phase II main back-

ground model. As a result, the background model predicted a BI at Qββ of

2.63 · 10−3 counts/(keV·kg·yr) induced by the high voltage cables compon-

ent of 214Bi before LAr veto and PSD cuts [64]. This is a substantial part of

the total background index estimation of the background model at Qββ of

16.04+0.78
−0.85 · 10−3 counts/(keV·kg·yr) before analysis cuts.
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3.3 Conclusion and Outlook

In this chapter, the natural detectors’ low natural abundance of 76Ge of only

7.6% and thus order of magnitude lowered 2νββ spectrum was exploited to

extract a set of new information from topologies otherwise fully or partially

obstructed by the continuum [72]. First, a high quality natural detector dataset

was produced through an analysis of the detector stability over 799 days of data,

starting from Run 53 in December 2015 to Run 92 in February 2018. This enabled

the creation of the background model of the natural non-enriched detectors,

exploring the energy region below the 565 keV threshold of the enriched detector

background model. Consequently, competitive 39Ar specific activity results

were determined in comparison to previous findings of GERDA Phase I and

the WARP Collaboration [74, 75]. The uncovering of the 514 keV peak in the

spectrum allowed for a stable fit of the 85Kr component and thus extraction of

the specific activity in the LAr. In addition, the resulting LAr contamination

with natural krypton was calculated in comparison to the relative abundance in

natural krypton.

The dominant background source location of 214Bi was identified to be the

high voltage cables through a γ-line study and ratio analysis as an input for

the main GERDA background model. The MC modelling of all background

sources and the combined fit lead to the prediction of a flat background in the

blinded region of interest. This served to predict the background index from the

side-bands around the blinded region in data, resulting in the achievement of

the background-free regime in the region of interest and thus linear scaling of

the 0νββ decay half-life sensitivity. With the better knowledge on the precise

origin of background sources, LEGEND will be able to develop new techniques

to tackle these impurities, such as even lower activity high voltage cables, before

assembly of the experiment and thus reduce its background index even further to

a predicted 0.6 counts/(FWHM · t · yr), reaching once again a background-free

regime [41].

Following the 214Bi γ-line study, the high voltage cables were replaced with

lower activity cables in an upgrade of GERDA to minimise their background.

The natural detector dataset produced in this work is the final dataset for these

detectors, as the central string was subsequently lifted up in the course of the

latest upgrade and the natural detectors were removed. In their place, five new
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detectors of a brand-new detector type were introduced into the experiment.

Their characterisation campaign follows in the next chapter.





Chapter 4

Characterisation and Active Mass of

Inverted Coaxial Detectors

The demand for high mass detectors to reach the active mass goals for LEGEND-

200 and later LEGEND-1t has inspired the characterisation of five new enriched

germanium diodes of a new detector type called Inverted Coaxial (IC) [82, 83].

This chapter describes the attributes and specifications of these detectors and

explains the characterisation campaign (Section 4.1), in particular the determin-

ation of their active mass through the comparison of relative γ-line intensities

of MC simulations to radioactive source data (Section 4.2–4.4). After gathering

as much information as possible from the natural detectors, as presented in the

last chapter, the central string has been replaced by these new IC detectors in the

course of an upgrade to the experiment. Following the successful results in the

active mass determination, described in Section 4.4, the data gathered by the IC

detectors are to be used directly in the precise exposure calculation for the 0νββ

analysis, effectively adding more enriched mass to the experiment and proving

their value for LEGEND.

4.1 IC Detector Characterisation Campaign

The 0νββ survival fraction of the latest BEGe dataset was estimated to be (87.6±
2.5)%, while the Coaxial one was (71.2± 4.3)% [84]. The superior Pulse Shape

Discrimination (PSD) performance of the BEGe type detectors, as a result of

51
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their point contact readout electrode, lead in the search for new detector types

for LEGEND to the consideration of the Inverted Coaxial (IC) detectors [82, 83].

These detectors, while also featuring a point contact readout electrode, are

substantially bigger in dimension – from an average of 135 cm3 for BEGes to

400 cm3 for ICs. The bored detector well on the top enables optimatal PSD field

lines in the fully depleted detector throughout the larger detector bulk, as shown

in in the next Chapter in Figure 5.11 [82]. By reducing the surface to volume

ratio, while increasing the detector mass in comparison to the number of cables,

an even lower background index of the experiment can be achieved. This will

help substantially in retaining a background-free regime for all of the exposure

of LEGEND. Figure 4.1 shows the schematic of an IC detector.
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FIGURE 4.1: Inverted coaxial (IC) detector schematic for IC48A: Precise dimen-
sions and uncertainties (left), and as an illustration (right). The dimensions are
in mm. The schematics for all other IC detectors in GERDA can be found in
Appendix A in Figure A.1.

In 2017, the company Mirion in Olen, Belgium, produced out of an initial 20 kg

of enriched germanium five IC detector of about 1.9 kg each for the GERDA

Collaboration : IC48A, IC48B, IC50A, IC50B, and IC74A. After transporting them

to the nearby HADES Underground Research Laboratory at a depth of 225 m

(500 m water equivalent) in Mol, Belgium, the detectors were tested inside a

measurement set-up depicted in Figure 4.2.

The aim was to confirm their depletion voltages and the energy resolutions

provided by the manufacturer, validate the expected PSD performances, and
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FIGURE 4.2: Measurement set-up at the HADES facility in Mol, Belgium. It
consists of a lead castle surrounding a cryostat consisting of an aluminum cap
and a copper holder which carries an IC detector cooled by a coldfinger from
below. Here, the 228Th source is in a radially centered position 10 cm above the
cryostat.

determine their active masses. As important parameters for the 0νββ analysis,

the active masses had to be calculated from the estimated active volumina, in

detail described in this work. While their outer geometry, and therefore raw mass,

can be easily measured, there was a remaining uncertainty about the thickness of

the outer n+ electrode, as shown in Figure 4.3. Energy deposits in this electrode

volume, strongly doped with lithium thermal diffusion, are not detected, hence

do not contribute to the active volume of the detector. Additionally, this barrier

consists not only of a Dead Layer (DL) with no induced charge, but also of

a Transition Layer (TL) in which a fraction of the charge is induced. Only in

the inner volume beneath the Full Charge Collection Depth (FCCD) – the sum

of the Dead Layer and the Transition Layer – is the full charge of an incident
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FIGURE 4.3: Layers of the n+ Electrode on the IC Detector Surface: Model
split of the FCCD into Dead Layer with zero charge collection and Transition
Layer with partial charge collection assumed to increase linearly with distance.
Only the Active Volume, starting after the FCCD, features full charge collection.
Figure from [85].

particle induced to properly determine its energy, thus comprising the active

volume. The inner p+ electrode, on the other hand, is boron doped and thus

negligible in thickness. The size of the n+ FCCD is about 1 mm and can be

deduced from exposing the detector to radioactive sources and measuring either

relative or absolute γ-line intensities – making use of the energy dependence of

the γ-particle attenuation length.

For this purpose, measurements were performed using 228Th and 241Am sources

with activities of 19 kBq and 4.3 MBq respectively. For the 228Th top position

measurements, the non-collimated source was chosen to be fixed in a radially

centered static position 10 cm above the cryostat to minimise pile-up. This lead

to a high geometrical acceptance, but to a still relatively large dead time of

(17.5± 0.5)% for all detectors and measurements. Section 4.3.1 describes the

analysis using 228Th to retrieve the active mass. A scanning table was used to

position the 241Am source, which allowed for the pinpointing of the γ-emissions

onto the detector surfaces through the 1 mm hole of the 30 mm thick collimator.

In order to estimate the active mass of the detectors using the 241Am source,

special High Statistics measurements were performed, wherein the sources were
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FIGURE 4.4: Schematic of the 241Am scan set-up at HADES with a side view (left)
and a top view (right): Each IC detector was iteratively scanned by collecting
data for 300 s at each of the 84 points along angles 0◦ and 90◦ with the 241Am
source at constant height.

positioned around 15 mm above the detector for 5 h. Due to complications at

measurement time, the high statistics measurements were taken only for IC48B

and IC50B. However, all the detectors were iteratively scanned over in two

perpendicular angles for 300 s at each of the 84 points, as shown in Figure 4.4.

These scan measurements were subsequently summed and used to estimate the

active mass, as described in Section 4.3.2, for the three other IC detectors: IC48B,

IC50A, and IC74A.

4.2 IC Detector MC Simulations

Following the source measurements, the goal was to compare the relative γ-line

intensities in the data to the ones in MC simulations of increasing simulated

FCCDs to determine their real size. First, the measurement set-up was modelled
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in MaGe, based on GEANT4, with detailed specifications of the detector and

set-up dimensions as shown in the schematics in Figure 4.1 and Figure 4.5.
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FIGURE 4.5: Schematic of the measurement set-up to test the Inverted coaxial
(IC) detectors at HADES: Detailed specifications of the detector holder (left) and
the whole cryostat including aluminum cap, copper holder, and detector (right)
that were implemented into MaGe using Geant4 for the MC simulations. The
dimensions are in mm.

The aluminum cap of 101.6 mm diameter and 170.8 mm height surrounds the

detector set-up, wherein the germanium crystal is held in place by a 83.0 mm

diameter and 133.5 mm height copper holder screwed directly into the cap. The

germanium diodes, due to the nature of the crystal pulling process during pro-

duction, vary slightly in their dimensions, ranging from 72.2 mm to 76.6 mm

diameter and 80.4 mm to 85.4 mm height. The 10.5 mm radius bored holes and

26 mm diameter grooves, worked into the crystals afterwards, are known to be-

low 0.1 mm precision. All IC detector geometries for IC48A, IC48B, IC50A, IC50B,

and IC74A were implemented with their exact geometric parameters known to

± 0.2 – 0.3 mm. Figure 4.6 shows the resulting complete model implemented into

MaGe rendered as a wireframe visualisation using VRML driver 2.0.
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FIGURE 4.6: MaGe simulation visualisation of the 228Th measurement set-up
zoomed into the central part. At its heart is the IC48 detector with its prominent
detector well, placed into the copper holder and cryostat. Outer layers such as
lead castle are either transparent or removed in the visualisation to display the
core.

In order to simulate energy spectra of 228Th, the primary high energy daugh-

ter decay modes 208Tl and 212Bi were simulated to 109 events each. In order

to determine the correct FCCD for each detector by matching the data with

simulations, they need to reflect different Dead Layer sizes. Due to the high

amount of simulation time required to resimulate each detector with increasing

Dead Layers, a more efficient approach was chosen: Each simulation of each

detector was run with just a 0 mm Dead Layer for each component, saving the

positions of energy deposits inside the detector. In the post-processing of the

output, however, the saved energy deposits in the germanium crystal – so-called
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hits – were incrementally cut depending on their position in the shape of the

Dead Layer. This geometric fiducialisation helped produce simulations with

Dead Layers ranging between 0 mm to 2 mm in 0.2 mm steps. For simplicity,

any hit in the FCCD was assumed to induce no charge, making the FCCD an

effective Dead Layer without a Transition Layer for the 228Th simulations.
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FIGURE 4.7: Simulated hits in IC48A coming from a 208Tl in top position and
viewed from the top into the xy-plane. The IC detector well position is visible
in the center.

The deposited energies of the remaining hits are then smeared with a Gaus-

sian function to model the detector response. The width of the Gaussian was

obtained by fitting to 12 known peaks in the 228Th spectrum. The resulting

energy resolution curve allowed for the interpolation of the width using the

parametrisation

σ =
√

a + bE , (4.1)

with energy E and fit parameters a, b. The fitting function was a combination

of a Gaussian function (as the peak itself), a low energy tail accounting for

phenomena such as ballistic deficits or incomplete charge collection, a constant

and linear background, as well as a step function describing the background

amplitude and possible difference between each side of the peak. The fitting
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FIGURE 4.8: Example fit onto the energy histogram (black) using a Gaussian
function , a linear, constant, and step function background (green), and a low
energy tail (red), resulting in the the full fit function (blue). Fitting all major
peaks in the data spectrum creates a resolution curve that can be used to smear
the simulated spectra to imitate the detector response.

function is defined in Equation 4.2.

f(x)Fit =
AGauss√

2πσ
exp

(
−(x− µ0)

2

2σ2

)
+

BTail

2C
exp

(
x− µ0

C
+

D2

2C2

)
· erfc

(
x− µ0√

2D
+

D√
2C

)
+

EStep

2
erfc

(
x− µ0√

2σ

)
+ FLinear · (x− µ0) + GConstant ,

(4.2)

with µ0 as the mean and σ as the standard deviation of the Gaussian function, and

AGauss,BTail, C, D, EStep, FLinear, and GConstant as free fit parameters. Figure 4.8

shows an example of such a fit. The energy resolution curve used for the

smearing, was extracted from the FWHM of the Gaussian component, calculated

from the fit parameter σ, as given by

FWHM = 2σ
√

2ln2 . (4.3)
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FIGURE 4.9: Energy spectra of 208Tl and 212Bi as main components can be
summed to create 228Th above 500 keV. The component 212Pb was initially not
included as its highest γ-peak is located at 415 keV, but later on helped in
matching the low energy region below 500 keV.

The event energies were then adjusted according to

E = E + ∆E , (4.4)

where E is the initial event energy, ∆E a number created by a random number

generator constrained by the composition of a Gaussian function, centered

around the origin with the FWHM from the resolution curve, and a low energy

tail component with its parameters defined by the 2.6 MeV line low energy

tail parameters extracted from data. As a result, the simulations featured peak

widths and low energy tails, resembling the detector response and pile-up in the

data.

The resulting energy histograms of 208Tl, 212Bi, and 212Pb were then weighted

and combined, as shown in Figure 4.9, according to their known branching ratios,

including transient equilibrium corrections, signifying the fraction of particles

decaying in each mode relative to the total number of decaying particles [63].

The simulated energy spectra for various Dead Layers and thus FCCDs were

directly compared to the measured data to judge their accuracy, as depicted in

Figure 4.11. While the peaks and the Compton edge matched well, an incon-

sistency appeared in the continuum slope. The difference in the low energy

tail at the 2.6 MeV line originated from a visible ballistic deficit in the data, due
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to pile-up from high dead time during the measurements, not included in the

smearing function and, thus, not replicated in these initial MC simulations.
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FIGURE 4.10: Schematic of the 228Th source container, made of stainless steel,
used for the IC detector measurements. The dimensions are in mm.

To solve these issues, the MC simulations and the treatment of the data under-

went several improvements. Firstly, as there had been a significant pile-up rate

at measurement time, more stringent quality cuts were chosen to clean up the

data. Secondly, on the simulation side, the addition of 212Pb, as an additional

component of 228Th, helped to diminish the discrepancy in the low energy range.

Next, moving away from just describing a point-source, the source container and

the source dimensions were precisely modelled to the specifications of the Eckert

& Ziegler VZ-3258 encapsulation, as depicted in Figure 4.10. Most importantly,

the surrounding lead castle, visible in Figure 4.2, was implemented into the

simulation framework and fully modelled. The back-scattering off of the lead

bricks decisively affected the Compton continuum slope to reflect the one of

the data. No significant Transition Layer effects were observed for 228Th that

necessitated the creation of such a layer in the simulated FCCD in addition to

the Dead Layer. Finally, performing the smearing with a Gaussian function and

the low energy tail extracted from the 2.6 MeV line lead to a good agreement

between the MC simulations and the data, as shown in Figure 4.12.
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FIGURE 4.11: Initial MC simulations of 228Th (for IC48A as an example) that
exhibited problems in matching the continuum slope and the low energy tail of
the 2.6 MeV line. These issues were solved in Figure 4.12 by implementing 212Pb
as another component, modelling the source container and the surrounding
lead castle, as well as introducing a low energy tail into the smearing function.
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FIGURE 4.12: Optimised 228Th MC (for IC48A as an example) after introducing
several improvements to the realism of the simulation. The simulated compon-
ents are 212Bi, 208Tl, and 212Pb. There is a good agreement in the whole range,
including the low energy tail of the 2.6 MeV line.
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4.3 Full Charge Collection Depth Determination

The analysis was based on the assumption that the FCCD is homogeneously

distributed across the entire detector surface. The active volume equals the full

crystal bulk minus the surrounding volume, generated by the constant FCCD.

This enables the employment of surface sensitive, low energy γ-ray sources such

as 241Am to determine the FCCD. High energy sources such as 228Th are more

bulk sensitive and as such probe the active volume directly, but should also

allow for an estimation on the FCCD since the active volume is constraint by it.

Since the measurements with the IC detectors had been performed for 228Th and
241Am, the FCCDs were determined for both source types. The 241Am FCCD

determination, described in detail in Section 4.3.1, is a tried-and-tested approach,

since it is ideally suited to probe close-to-surface effects with its low energy

emissions. The 228Th FCCD determination in Section 4.3.1 was a novel analysis

avenue, using much higher energy γ-peaks than in previous characterisation

campaigns, thus allowing for the direct probing of the FCCD in the Qββ region

at 2039 keV.

4.3.1 Full Charge Collection Depth 228Th Results

In order to determine the FCCD of each detector, the relative γ-line intensities in

the 228Th measurement data were matched to MC simulations of different Dead

Layers. For this purpose, 9 different γ-lines were chosen due to their height

and prominence to other peaks and background: 2104 keV, 1593 keV, 1513 keV,

1094 keV, 952 keV, 861 keV, 786 keV, 583 keV, and 511 keV. They were fitted with

a combination of a Gaussian function, a constant and linear background, a

step function, and a low energy tail, as stated in Equation 4.2 as f(x)Fit. The

extracted fit parameters of function f(x)Fit are inserted into g(x)Signal, defined in

Equation 4.5, to subtract the full background and determine the count rate.

g(x)Signal =
AGauss√

2πσ
exp

(
−(x− µ0)

2

2σ2

)
+

BTail

2C
exp

(
x− µ0

C
+

D2

2C2

)
· erfc

(
x− µ0√

2D
+

D√
2C

)
.

(4.5)

with µ0 as the mean and σ as the standard deviation of the Gaussian function

and AGauss,BTail, C, and D as free fit parameters. The low energy tail component
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of g(x)Signal then includes signal events stemming from high dead time induced

pile-up events that are underestimated in energy, but are still de facto originating

from full charge collections.

The signal ratio in relation to the extracted signal of the fitted 2615 keV line

was then calculated for all measurements and all MC simulations, according to

Equation 4.6.

R
228Th
i keV =

εi keV

ε2615 keV
. (4.6)
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FIGURE 4.13: Peak ratio graph for 228Th (for IC48A as an example): Extracted
MC simulated peak ratios (red) at 2104 keV against the simulated Dead Layers
and thus FCCDs. The data peak ratio (blue) was then interpolated to the fitted
linear curve with the blue data point representing the best fit and the error bars
on the y-axis consisting of the uncertainty on the peak fit. The error bars on the
x-axis reflect the resulting uncertainty on the determined FCCD.

The calculated ratios of the MC simulations for different Dead Layers and thus

FCCDs were then plotted for each peak independently, as shown in Figure 4.13

for IC48A. The error bars on the ratios stem from the uncertainties on the 8 fit

parameters of the 4 fit components and were estimated by varying each fit

parameter according to an individual Gaussian function. The mean of the

Gaussian is located on the best fit value and the FWHM determined by the

uncertainty on the parameter. The resulting solution space of all possible ratios

was histogramised and its standard deviation represents the uncertainty on

the ratio. The MC simulations exhibit lower uncertainties on their peak fits

than the fits of the data. The ratio points from the MC simulations were fitted

with a linear regression, exhibiting lower signal strength for increased FCCD.
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FIGURE 4.14: All IC48A 228Th peak ratio graphs (for IC48A as an example):
Extracted MC simulated peak ratios (red) against the simulated FCCDs for the
indicated energies. The data peak ratios (blue) were then interpolated to the
fitted linear curves with the blue data points representing the best fit value and
the error bars on the y-axis consisting of the uncertainties on the peak fits. The
error bars on the x-axis reflect the uncertainties on the determined FCCDs.
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The FCCD, corresponding best to the data, was determined from this linear

regression by interpolating to the peak ratio obtained from data, leading to a best

fit value on the FCCD and a statistical uncertainty on the result. This uncertainty

is reflected in the error bar of the FCCD and was calculated by the Gaussian

variation of the linear fit parameter uncertainties. Simultaneously, the data peak

ratio was varied using a Gaussian function with its mean located on the best

peak fit and the uncertainty on the peak fit ratio as the FWHM. At each step, the

varied data peak fit ratio was interpolated onto the varied curve and the result is

added to a histogram, whose standard deviation then represents the statistical

uncertainty on the FCCD best fit value for that energy. For better visualisation,

all 9 energy peak graphs of IC48A are shown in Figure 4.14.

To study the energy dependence of the FCCDs, the estimated FCCDs were

visualised against energy in Figure 4.15 and fitted with a linear function. For

IC48A, IC48B, and IC50B, there is no slope, whereas both IC50A and IC74A

exhibit a downwards trend for effective FCCD towards higher energies. This

could be due to the energy dependence of the electron-hole cloud sizes becoming

more prominent in conjunction with a geometric solid angle effect for larger

FCCDs.

The effective FCCD was determined by the evaluation of the best fit linear

function of the FCCD over the full energy range at Qββ, the region of interest for

the 0νββ analysis of GERDA. The analysis was performed for all 5 IC detectors.

The resulting FCCDs from the 228Th based analysis are collected in Table 4.1.

Detector FCCD at Qββ

IC48A 0.81 mm± 0.08 mm (stat.)

IC48B 0.78 mm± 0.09 mm (stat.)

IC50A 0.86 mm± 0.12 mm (stat.)

IC50B 0.76 mm± 0.09 mm (stat.)

IC74A 0.88 mm± 0.13 mm (stat.)

TABLE 4.1: FCCD results at Qββ for each IC detector from peak ratio com-
parison to 228Th measurements. The systematic uncertainties are described in
Section 4.3.3.
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FIGURE 4.15: Energy dependence of 228Th peak ratios for IC48A (top, a) and
IC50A (bottom, b): Plotting of the estimated FCCDs against the peak energies
(blue): 2104 keV, 1593 keV, 1513 keV, 1094 keV, 952 keV, 861 keV, 786 keV, 583 keV,
and 511 keV. The linear fit (red) through the points evaluated at Qββ leads to the
estimate of the FCCD, e.g. (0.81± 0.08) mm for IC48A.
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4.3.2 Full Charge Collection Depth 241Am Results

The measurements with the 241Am source were analysed next. In a previous

characterisation campaign for the BEGe type detectors, the results from 241Am

were used for the active mass, since the source features only low energy peaks,

where the influence of the FCCD should be especially pronounced. The high

statistics measurements, described in Section 4.1, available for IC48B and IC50B

were used first to estimate the FCCD of the IC detectors.

On the simulation side, the IC detector version of MaGe was employed, as

described in Section 4.2. The procedure was similar to the characterisation

campaign of the BEGe [86, 87]. The γ-lines produced by the decay of 241Am were

directly simulated with the correct relative intensities, including the energy peaks

of 59.5 keV, 99 keV, 103 keV, 65 keV, 67.5 keV, 70 keV, 32 keV, 43 keV, 55.5 keV,

57.85 keV, and 125 keV. This allowed for a simulation to very high statistics of

1010 events. For the BEGe characterisation, γ-lines were directly simulated with

the same procedure. Energy resolution smearing and geometrical fiducialisation

to create FCCD simulations were performed analogously to Section 4.2.

The resulting spectrum is depicted in Figure 4.16 and features full energy peaks

without the complex background seen in the data. The energy spectrum gen-

erated by the 241Am source features three prominent low energy peaks ideally

suited for the FCCD extraction: The largest peak of the spectrum at 59.5 keV,

and two close peaks with similar heights at 99 keV and 103 keV. These three

peaks were fitted with a combination of a Gaussian function, a low energy tail, a

constant and linear background, as well as a step function to subtract the full

background and extract the count rate. The fitting function f(x)Fit is described

in Equation 4.2. Inserting the extracted fit parameters of function f(x)Fit into

h(x)Signal, defined in Equation 4.7, yields the count rate by subtracting the full

background from the peak.

h(x)Signal =
AGauss√

2πσ
exp

(
−(x− µ0)

2

2σ2

)
(4.7)

with µ0 as the mean and σ as the standard deviation of the Gaussian function and

AGauss as a free parameter of the fit. The fitting procedure effectively removed the

background at the peaks for simulation and data. Since there was only minimal

dead time at measurement time, the few pile-ups were efficiently removed by
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FIGURE 4.16: High statistics 241Am spectrum for IC48B: The simulated γ-lines
result in a spectrum (blue) shown in comparison to the data (black) that includes
non-simulated background. The fits to the 59.5 keV, 99 keV, and 103 keV are
shown with a bold line (cyan) and black respectively). The peak ratio of these
lines were used, according to Equation 4.12, to estimate the FCCD of the detector.
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FIGURE 4.17: A/E distribution of 241Am spectrum: Many events below 59.5 keV
feature a very low A/E parameter, which is characteristic of slow pulses, typic-
ally Transition Layer events. This is the explanation for the low energy tail of
the 59.5 keV line in Figure 4.16.
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the quality cuts. Any low energy tails in data were thus assumed to be of partial

charge collection origin. The low energy tail visible below the 59.5 keV line

stems most probably from the photoelectron released by the γ-ray losing some

of its reconstructed energy due to the Transition Layer, which is not reproduced

in the MC simulation. The A/E spectrum with respect to energy, shown in

Figure 4.17, reveals that a substantial amount of events below the peak are slow

pulses, long rise time events that underwent the slow diffusion process into the

active volume to be registered, evidenced by a A/E < 1 parameter, typical

for Transition Layer events. In order to replicate the Transition Layer effect

in the 241Am simulation, a linear function was introduced in the geometrical

fiducialisation stage to simulate a Transition Layer leading into the active volume,

following an appropriately reduced Dead Layer on the outside. The hits would

start contributing deposited energy linearly with the proximity to the active

volume. The FCCD was thus separated into a Dead Layer and a Transition

Layer part. The initial Transition Layer Thickness (TLT) was chosen to follow

the Equation 4.8 with the experimentally inferred Dead Layer Fraction (DLF) of

BEGes with similar FCCDs from [85].

TLT = FCCD · (1− DLF) . (4.8)

The addition of a TLT reduces the Dead Layer Thickness (DLT), as the FCCD is

the sum of the TLT and the DLT, according to

FCCD = DLT + TLT . (4.9)

The TLT was then varied in 0.1 mm steps around that value and the best curve

agreement to data was estimated from the minimal quadratic difference of the

affected bins. The TLT best fit value followed Equation 4.8 up until an FCCD of

0.8 mm, where it remained constant for higher FCCD values on

TLT = 0.6 mm . (4.10)
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FIGURE 4.18: Simulation of the Transition Layer effect for the 241Am Spectrum:
Below the 59.5 keV line, the simulations with a Transition Layer (red) created
by introducing a layer of size 0.6 mm, wherein the deposited energy of hits is
linearly increasing, lead to a much better agreement with data (black) than the
simulations without Transition Layer (blue). Adding an additional background
component to simulations with a Transition Layer leads to an overlapping low
energy tail (darkgreen) The fits results are shown in bold.

As example cases, the chosen simulation sizes

0.2 mm FCCD = 0.05 mm DL + 0.15 mm TL

0.5 mm FCCD = 0.125 mm DL + 0.375 mm TL

0.8 mm FCCD = 0.2 mm DL + 0.6 mm TL

1 mm FCCD = 0.4 mm DL + 0.6 mm TL,

(4.11)

where DL is the Dead Layer and TL the Transition Layer, that together comprise

the FCCD, would yield the best fit. Introducing a Transition Layer into the

simulations results in a visibly better replication of the data, as seen in Figure 4.18,

and a lower uncertainty on the fits.

To retrieve the size of the FCCD of the detector, the peak signal ratio of the large

59.5 keV line in relation to the sum of the peak signals of the 99 keV and 103 keV

lines was determined according to Equation 4.12 to compare it to the simulated

ratio. Only the Gaussian component of the fit was chosen to represent the peak

signal of each line to determine the FCCD, as the low energy tail produced by

the Transition Layer effect represents events for which less than the full charge
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was collected on the readout electrode.

R
241Am =

ε59.5 keV

ε99 keV + ε103 keV
. (4.12)

The ratios of the MC simulations with different FCCDs and a linear fit through

the ratios are shown in Figure 4.19 for IC48B and IC50B. The calculated high

statistics data peak ratio was then aligned onto the fitted line to estimate the

FCCDs. The results are listed in Table 4.2.

Detector FCCD at 60–100 keV

IC48B 0.80 mm± 0.03 mm (stat.)

IC50B 0.79 mm± 0.03 mm (stat.)

TABLE 4.2: FCCD results at 60–100 keV for IC48B and IC50B from the peak
ratio comparison to 241Am high statistics data. The systematic uncertainties are
described in Section 4.3.3.

Since the 241Am high statistics measurements specifically meant for the FCCD

estimation were only available for IC48B and IC50B, a solution had to be found

for the other IC detectors. Although the 241Am scan measurements, described in

Section 4.1, did not individually possess enough statistics for analysis, they could

be combined into one dataset. The scan data with constant height of the 241Am

source was summed over both scanning angles. Selected regions were removed,

namely [-30;-10] mm and [+10;+30] mm in both the x- and the y-dimension, to

account for edge effects and to exclude the detector well. In total, 84 spectra were

combined with each 300 s data acquisition time for a total of 7 h of statistics. The

resulting combined scan data spectrum in comparison to the MC simulations

with a Transition Layer is depicted in Figure 4.20 for IC50A. The lower statistics

collected in each scan run leads to a slightly higher uncertainty on the data peak

fit parameters.

The ratio graphs for IC48A and IC74A are depicted in Figure 4.21. Analogously

to the 228Th analysis, the linear regression through the line ratio plotted against

the thickness of the Dead Layer was interpolated to the ratio found in data to

estimate the FCCD. The results are shown in Table 4.3.
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FIGURE 4.19: Peak ratio graphs for 241Am high statistics: Extracted MC sim-
ulated peak ratios (red) for IC48B (top, a) and IC50B (bottom, b) against the
simulated FCCDs. The data peak ratio (blue) was then interpolated to the fitted
linear curve with the blue data point representing the best fit and the error bars
on the y-axis consisting of the uncertainty on the peak fit. The error bars on the
x-axis reflect the resulting uncertainty on the determined FCCD.
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FIGURE 4.20: Combined scan 241Am spectrum for IC50A: The combined scan
data (black) as a summation of 84 spectra is compared to the MC simulations
with a Transition Layer (red). The peak fits are shown in bold.

Detector FCCD at 60–100 keV

IC48A 0.82 mm± 0.05 mm (stat.)

IC50A 1.03 mm± 0.06 mm (stat.)

IC74A 1.14 mm± 0.06 mm (stat.)

TABLE 4.3: FCCD results at 60–100 keV for IC48A, IC50A, and IC74A from the
peak ratio comparison to 241Am combined scan data. The systematic uncertain-
ties are described in Section 4.3.3.
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b) IC74A
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FIGURE 4.21: Peak ratio graphs for 241Am combined scan: Extracted MC sim-
ulated peak ratios (red) for IC48A (top, a) and IC74A (bottom, b) against the
simulated FCCDs. The data peak ratio (blue) was then interpolated to the fitted
linear curve with the blue data point representing the best fit and the error bars
on the y-axis consisting of the uncertainty on the peak fit. The error bars on the
x-axis reflect the resulting uncertainty on the determined FCCD.
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4.3.3 Systematic Uncertainties on Full Charge Collection Depth

The main systematic uncertainties in percentage of the 228Th and 241Am peak

ratios that affect the FCCD determination and thus the resulting active masses

are listed in Table 4.4. The uncertainties have been estimated by varying set-

up dimensions according to their systematic uncertainties inside Geant4 and

running test simulations and judging the effect on the peak ratios. It is apparent,

that the 241Am measurements are noticeably more sensitive to the detector

dimensions and especially to the source distance.

The systematic uncertainties are applied to the FCCD results in Section 4.3.4.

Category Systematics Uncert. 228Th Uncert. 241Am

Set-up

Detector dimensions ±3% ±4%

Taper of IC50A ±1% ±0.5%

Holder dimensions ±1.5% ±1%

Cryostat dimensions ±2% ±1.5%

Distance source/end cap ±1% ±2%

Distance detector/end cap ±0.5% ±2%

Source dimensions ±0.01% ±0.05%

MC physics
GEANT4 physics [88] ±2% ±2%

Comb. Uncert. γ-lines ±0.1% ±1.5%

TABLE 4.4: List of systematic uncertainties affecting the FCCD determination
from the measurement set-up side and the MC simulation side in percent of the
calculated peak ratios.

4.3.4 Discussion of Full Charge Collection Depth Results

Since the analysis was performed for both 228Th and 241Am and estimations

were found for all IC detectors, the resulting FCCDs can be directly compared,

as shown in Table 4.5. Both techniques are listed side-by-side, as well as the

number of annealing cycles from manufacturer Mirion, where the first two cycles

are estimated to result in a 0.8 mm FCCD.

There is a good agreement across the 228Th, 241Am, and the manufacturer FCCD

estimates for detectors IC48A, IC48B, and IC50B that all experienced two cycles
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Detector 228Th FCCD results [mm] 241Am FCCD results [mm] A

IC48A (0.81± 0.08 (stat.)± 0.04 (sys.)) (0.82± 0.05 (stat.)± 0.05 (sys.)) 2

IC48B (0.78± 0.09 (stat.)± 0.04 (sys.)) (0.80± 0.03 (stat.)± 0.05 (sys.)) 2

IC50A (0.86± 0.12 (stat.)± 0.05 (sys.)) (1.03± 0.06 (stat.)± 0.06 (sys.)) 3

IC50B (0.76± 0.09 (stat.)± 0.04 (sys.)) (0.79± 0.03 (stat.)± 0.05 (sys.)) 2

IC74A (0.88± 0.13 (stat.)± 0.04 (sys.)) (1.14± 0.06 (stat.)± 0.05 (sys.)) 4

TABLE 4.5: FCCD result comparison for 228Th at Qββ and 241Am at 60–100 keV
with A as number of annealing cycles. The 241Am combined scan results are
shown in bold.

and thus increased their FCCD of about 0.4 mm per cycle. Further annealing

cycles seem to have added less and less as the method of annealing was changed

from electro-magnetic to thermal after the first two cycles. In addition, the

heavily lithium doped layer, responsible for the FCCD of the n+ electrode, is not

expected to increase linearly as the previously deposited lithium will obstruct the

further doping. For IC50A and IC74A, where an increase in the resulting FCCD is

expected due to the exposure to more annealing cycles, the 241Am results reflect

this expectation with about 20–23% and 28–31% increase of the best fit FCCD,

respectively. For 228Th, the increase is 6–12% and 8–14%, respectively, although

with a higher uncertainty for these detectors. In the previous characterisation

campaign for the BEGe detectors, there also appeared a systematic discrepancy

between the surface sensitive 241Am and the bulk sensitive 60Co (measured

using absolute count rates at 1173 keV and 1333 keV) with an average relative

difference of 25–27% [87]. An energy dependence of the FCCD was hypothesised

due to energy dependent electron-hole cloud sizes, but not further investigated.

Looking at the energy dependence for the IC detectors, a possible explanation

for the discrepancy could be the different energies at which the FCCD result was

evaluated, coupled with the stronger energy dependence for IC50A and IC74A,

as seen in Figure 4.15. If extrapolated down to 100 keV, the FCCD result leads to

(1.03± 0.17 (stat.)) mm for IC50A and (1.09± 0.18 (stat.)) mm for IC74A.

Another factor, anticipated even before the analysis, is the overall sensitivity of

the 228Th sources to the active volume due to its high energy peaks, while 241Am

features much better surface sensitivity. They were expected to match only in a

simplified model of homogeneously distributed, constant FCCD. In addition, the
228Th source measurements, located at an order of magnitude higher distance
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FIGURE 4.22: Measurement schematic for 228Th (left) covering the full detector
and 241Am (right) pinpointing a highly focused area, possibly affecting their
effective FCCD results.

and covering a large area, were probing more of an effective Dead Layer over

a bigger area, while the 241Am combined scan data were highly localised, as

illustrated in Figure 4.22.

With the known reliability of the 241Am approach and its usage in the previous

characterisation campaigns, while reflecting the annealing cycles more closely,

it was chosen as the main FCCD result. In addition, the its higher FCCDs

constrain the active volume more, thus ultimately leading to a more conservative

result. The 228Th analysis was a novel avenue and successful as the first proof

of principle of using this source for the determination of the FCCDs. Further

investigation into the energy dependence of the FCCD might lead to an even

better understanding on the observed discrepancies in this work and the BEGe

characterisation campaign. The active volumina and the active masses are

calculated in the following Section using the 241Am result.

4.4 Active Mass Determination

In order to determine the active mass from the FCCD results, first the active

volume needs to be calculated using the dimensions of the five IC detectors
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displayed in Appendix A in Figure A.1 and summarised in Table 4.6. The masses

were measured in the GERDA Detector Laboratory (GDL) at LNGS during the

detector mounting into the GERDA holders before installation into the GERDA

array.

Detector IC48A IC48B IC50A IC50B IC74A

m – Mass ± 0.5 [g] 1906.7 1808.0 1868.2 1912.6 2072.9

h – Height ± 0.3 [mm] 80.4 80.5 80.4 85.4 82.3

d – Diameter ± 0.2 [mm] 74.6 72.6 74.2 / 72.2 72.6 76.6

hw – Well bore hole depth [mm] 47.4 56 40 53.9 52.4

dw – Well bore hole diameter [mm] 10.5 10.5 10.5 10.5 10.5

hg – Groove depth [mm] 2 2 2 2 2

dig – Inner groove diameter [mm] 20 15 19 19 19

dog – Outer groove diameter [mm] 26 25 27 27 27

TABLE 4.6: Summary of the masses and dimensions of the five IC detectors.

The calculation of the active volume is described in Equation 4.13, consisting of

the bulk cylindrical volume decreased in size by the FCCD, while cutting out the

inner cylindrical detector well and the holes for the groove. IC50A required the

additional addition of the taper length into the calculation. The 241Am FCCDs of

Section 4.3.4 were treated as effective FCCDs and assumed to cover all of the n+

electrode homogeneously. The p+ electrode FCCD was not determined due to

its negligible size and thus did not go into the calculation of the active volume.

VIC = Vbulk −Vwell −Vgroove

= π ·
(

d− 2 · FCCD
2

)2

· (h− 2 · FCCD)

− π

(
dw + 2 · FCCD

2

)2

· hw

−
(

π ·
(

dog

2

)2

− π ·
(

dig

2

)2
)

(4.13)

The resulting active volumina and active volume fractions fAV of the IC detectors

are listed in Table 4.7. These quantities are used in the calculation of the 0νββ

half-life median sensitivity, as explained in Section 2.2.
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Detector Active Volume Active Volume Fraction fAV

IC48A (323.6 +1.4 (stat.)
−1.4 (stat.)

+4.6 (sys.)
−4.5 (sys.)) cm3 (92.1 +0.4 (stat.)

−0.4 (stat.)
+1.4 (sys.)
−1.3 (sys.)) %

IC48B (305.6 +0.8 (stat.)
−0.8 (stat.)

+4.3 (sys.)
−4.3 (sys.)) cm3 (91.7 +0.2 (stat.)

−0.2 (stat.)
+1.3 (sys.)
−1.3 (sys.)) %

IC50A (297.4 +1.6 (stat.)
−1.6 (stat.)

+4.6 (sys.)
−4.5 (sys.)) cm3 (90.4 +0.5 (stat.)

−0.5 (stat.)
+1.4 (sys.)
−1.4 (sys.)) %

IC50B (325.6 +0.9 (stat.)
−0.9 (stat.)

+4.5 (sys.)
−4.5 (sys.)) cm3 (92.1 +0.2 (stat.)

−0.2 (stat.)
+1.4 (sys.)
−1.3 (sys.)) %

IC74A (340.1 +1.8 (stat.)
−1.8 (stat.)

+4.7 (sys.)
−4.6 (sys.)) cm3 (89.7 +0.5 (stat.)

−0.5 (stat.)
+1.2 (sys.)
−1.2 (sys.)) %

TABLE 4.7: Active volume results for all five IC detectors.

The density of enriched germanium after crystal growth was measured by the

GERDA Collaboration in the past [86] and resulted in an average value of

ρ76Ge = (5.552 ± 0.003 (stat.) ± 0.007(syst.)) g · cm−3 . (4.14)

Multiplying the density with the calculated active volumina leads to the respect-

ive active masses of the IC detectors, shown in Table 4.8.

Detector Active Mass

IC48A (1796.5 +7.8 (stat.)
−7.8 (stat.)

+25.0 (sys.)
−24.7 (sys.)) g

IC48B (1696.8 +4.6 (stat.)
−4.6 (stat.)

+24.2 (sys.)
−24.0 (sys.)) g

IC50A (1651.4 +8.9 (stat.)
−8.8 (stat.)

+25.0 (sys.)
−24.8 (sys.)) g

IC50B (1807.6 +4.8 (stat.)
−4.8 (stat.)

+25.1 (sys.)
−24.9 (sys.)) g

IC74A (1888.4 +9.8 (stat.)
−9.8 (stat.)

+25.9 (sys.)
−25.7 (sys.)) g

TABLE 4.8: Active mass results for all five IC detectors.

4.5 Conclusion and Outlook

Five IC detectors were tested using 228Th and 241Am sources at the HADES un-

derground facility. The Full Charge Collection Depths (FCCDs) of the detectors,

describing the part of the n+ electrode wherein interactions induce no charge

or only partial charge, were obtained for both source types by comparing peak
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ratios in the data to variable MC ratios. The resulting FCCDs agreed for three

out of the five detectors. Two detectors with higher expected FCCDs exhibited a

discrepancy in their FCCD increase between the two source types with 241Am

more closely following the trend. The difference could stem from an energy

dependence and geometrical considerations creating a difference between the

more bulk sensitive 228Th and the more surface sensitive 241Am. The 241Am

results were chosen to calculate the active volumina, active volume fractions,

and active masses of the IC detectors. Since the installation of the IC detectors

into the GERDA array, the results will be used for the active exposure calculation

for the 0νββ-analysis in the next unblinding and for LEGEND in the future.





Chapter 5

Pulse Shape Simulations

So far, most types of detector MC simulations for GERDA utilised MaGe, based on

Geant4. Instead of simulating the induced charge of particle interactions inside

the germanium detectors and inferring the energy, Geant4 saves the energy de-

positions directly. Energy spectra simulations for comparison with data are thus

possible through Geant4, as presented in the previous chapters. Partial charge

collection effects had to be implemented through the analysis software after the

fact, as described in Section 4.2 for Dead Layers and Section 4.3.2 for Transition

Layers. Obtaining parameters that explicitly depend on the germanium detector

signal shape, however, requires the simulation of the processes happening inside

the semiconductor. An example of such a parameter would be A/E used in

Pulse Shape Discrimination (PSD). This chapter describes the development of a

framework for Pulse Shape Simulations (PSS) that calculates the movement of

electron-hole pairs in the electric field and computes the resulting charge and

current induction on the readout electrode of the germanium detectors to create

signal waveforms. On the technical side, the Geoextractor interface, explained

in detail in Section 5.1, was developed in the frame of this work to bridge the

gap between MaGe and the modified field and induction simulation softwares

ADL and Siggen, introduced in Section 5.2.1 [89, 90]. The Geoextractor workflow

is described in Appendix B. The electric fields of all BEGe (Section 5.2.1) and

IC detectors (Section 5.3.1) in GERDA were simulated. Next, the averaged 208Tl

DEP pulses in 228Th calibration data and simulations were compared to retrieve

the electronic response parameters and verify the PSS method for BEGe and IC

detectors in Section 5.2.3 and Section 5.3.2, respectively. The Transition Layer

effect, observed in Section 4.3.2, was further investigated with PSS of the IC

83
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detectors through the simulation of the A/E distribution in the vicinity of the

59.5 keV line, reinforcing the results of Chapter 4. Section 5.4 summarises the

results and presents an outlook for the future of PSS.

5.1 Geoextractor Framework

Initially, the development of PSS was faced with a considerable challenge: The

existing softwares ADL and Siggen, that were chosen for the simulation of the

fields, charge carrier movement, and induction processes, had a vastly differ-

ent underlying design than MaGe. Whereas MaGe simulates the locations and

energy depositions of particle interactions in the whole GERDA array simul-

taneously and stores the output as a convenient .root files, ADL and Siggen

originally possesses only functions (SimulatePulse and get_signal, respectively)

that simulate one pulse – the part of the waveform that signifies the induction

process for each event by rising up and then back down – for one hit location

at a time. Every pulse thus needs to be simulated for one detector at a time,

based on the individual detector coordinate system. MaGe MC hit positions,

however, are saved in the Geant4 absolute experimental system frame of the

array. Furthermore, the building of the structural geometry is based on three

different systems: MaGe requires geometry-files for the dimensions and types of

the detectors and matrix-files for their location in the string set-up of the GERDA

array. They are explicitly called with .mac macrofiles. The input for ADL and

Siggen are .txt ConfigFiles and .config files, respectively, for each individual

detector. All these parameter files have their own formatting and some of them

are binary and not human-readable. All of these issues make the transfer of

hit locations and energy depositions a tedious and error-prone manual work.

The first efforts were based on a one-off cumbersome visual readout of the hit

positions in MaGe to determine efficiencies of the PSD methods for the coaxial

detectors [91]. A specific set of geometry and matrix-files was used and even

a slight update to them would lead to incompatibility and the readout would

have to be remade.

The solution to these issues was the development of Geoextractor, an inter-

face between MaGe, ADL, and Siggen to automatise the input of geometry

information, the simulation of the electric fields for each detector, the transfer
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of hit locations and energy deposition information, the transformation between

coordinate systems, and the multi-threaded execution of the PSS.

The modular approach of Geoextractor is shown in a data flow diagram in Fig-

ure 5.1 that visualises the connecting role between available simulation software.

FIGURE 5.1: Geoextractor forms a bridge between MaGe simulations created
by macrofiles calling a defined geometry through geometry- and matrix-files.
Through the creation of a .GDML file, Geoextractor reads out the geometry,
creates geometry files for ADL and Siggen, and transforms the MaGe .root
output files into the detector frame. This allows the simulation of signal traces
as the final product of this chain.

The input files for MaGe are not blueprints, but rather parameters available

to geometry definitions scattered throughout different hardcoded files that are

only interacting at run time. To access the geometry built inside MaGe for a

given matrix- and geometry-file, it would normally be necessary to modify or

inject into MaGe and recompile it for every change or completely recreate the

responsible Geant4 code. A creative alternative was found to keep Geoextractor

and MaGe free from any reciprocal dependencies by exporting a .GDML file.

The Geometry Description Markup Language (GDML) is a Geant4 spin-off

project to exchange geometry information independently of application through

a specialised XML-based format. It makes use of the same geometry tree logic

as Geant4. The full geometry build is thus extracted through a one-time MaGe

macro, gdmlextractor.mac, stored into a compact .GDML file to remove any direct

dependence on MaGe. After running the macro in MaGe once, the produced

.GDML file can be used without the need to recompile or even use MaGe. A

visualisation of the contents of a .GDML file for the extracted geometry of the

GERDA Phase II experiment is shown in Figure 5.2.

How Geoextractor works from a technical side is explained in Appendix B. Geo-

extractor is capable of autonomously searching through any Geant4 geometry.
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FIGURE 5.2: Extracted geometry of the GERDA Phase II experiment in .GDML
format viewed with OGL. Visible are the clean room above the experiment, the
water tank surrounding it, the cryostat, and in the very center the germanium
detector array itself.

The shape of the identified detector volumes and their position in absolute

MaGe space is retrieved from an auxiliary file, accounting for programmed

dead layer volumes, groove and point contact position, taper, and detector type.

Consequently, Geoextractor will also prove useful for the future of the experi-

ment and for LEGEND as any upgrade with more detectors or new geometries

will automatically be accommodated by the interface. Geoextractor was made

available collaboration-wide and is in use by several members of the background

modelling team for a wide range of applications.
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5.2 Pulse Shape Simulations for BEGe Detectors

In the following, the softwares for the field, charge carrier movement, and

charge induction simulations are described to achieve BEGe detector PSS. Then,

a section is dedicated to the comparison of the BEGe detector PSS to data to

verify the PSS framework.

5.2.1 Field Simulations inside BEGe Detectors

The AGATA Detector simulation Library (ADL) is an existing software to simu-

late potentials and electric fields inside germanium detectors. The Advanced

GAmma Tracking Array (AGATA) experiment aims to build a spherical array of

germanium detectors for nuclear spectroscopy and for that purpose developed

ADL to reconstruct interaction locations in their segmented germanium detect-

ors through PSS [92]. ADL was adapted for GERDA as ADL 3 [93]. Appendix B

explains the technical aspects of ADL and the updates in the framework of this

thesis in more detail. The program itself is comprised of a library part capable to

compute electric and weighting potentials. Another part of the library is then

responsible to calculate the charge drift through these precomputed fields and

the induced charge on the read out electrode calculated through the weighting

potential. The different potentials and fields are derived from electrodynamics:

The electric field results from Gauss’ law with charge, written in Equation 5.1,

describing the shape and density of the electric field lines originating from the

applied high voltage between the two electrodes [94].

∇ · ~E(r, z) =
ρ(r, z)

ε
, (5.1)

where ~E(r, z) is the electric field, ε the permittivity, and ρ(r, z) the free charge.

The permittivity is given as ε = ε0 · εr with ε0 the vacuum permittivity and εr =

16 in germanium. The field calculations of ADL are based on the transformation

of the three-dimensional cylindrical coordinates of a germanium detector onto a

two-dimensional plane, a single slice, due to the assumed azimuthal symmetry.

In this way, the fields, field lines, and charge distribution depend only on the

r and z coordinates. The electron-hole pairs drift along these field lines to the

n+ and p+ electrodes, respectively. This generates space charges, which are
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accounted for inside ρ(r, z). The electric field can then be related to the electric

potential with

∇Φ(r, z) = −~E(r, z) , (5.2)

retrieving through Gauss’ Law, defined in Equation 5.1, the Poisson equation as

∇2Φ(r, z) = −ρ(r, z)
ε

. (5.3)

The fields are numerically stored with a gridsize of 0.01 mm throughout this

work. By means of the granualisation of the detector fields through a finite

gridsize, the Successive Over-Relaxation (SOR) algorithm can be employed to

solve the Poisson equation iteratively [95]. The electric potential and space

charge values for every grid unit, stored in C arrays, are replaced in each step

by the average of the surrounding entries, weighted by the difference to the

previous field values and the relaxation factor ω, according to

Φnew
i,j = Φold

i,j + ω
(

Φnew
i,j −Φold

i,j

)
. (5.4)

Since this approach replaces the values inside the same array, it is highly memory

efficient. The relaxation factor ω varies as a function of the iteration number: It

begins at first as ω = 0.4, when the initial guessed field may be very far from

the solution, then is changed to 0.67, and finally goes to 0.9 after 10 iterations to

converge the electric potential solution. From the electric potential, the electric

field follows through Equation 5.2. In this way, the electric fields and potentials

of all the BEGe type detectors were simulated, as shown for an example in

Figure 5.3, after implementing their geometry type and dimensions into ADL.

These were based on the extracted geometries through Geoextractor.

The impurity concentrations as the space charge distribution inside the detectors

were calculated based on the depletion voltages of the detectors determined in

the BEGe characterisation campaign and implemented into ADL 3, affecting the

electric potentials [86, 87]. The impurities were partly introduced at production

time to homogenise the fields for more uniform drift velocities. The drift velocity
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FIGURE 5.3: BEGe detector field simulations: The electric potential (top) of
BEGe GD35A, created by applying a 3200 V high voltage, establishes the electric
field that determines the calculated path of charge carriers. The weighting
potential (bottom) determines the induced charge on the electrode with the
Shockley-Ramo Theorem.
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of the electrons and holes is calculated from the empirical formula [96] at 77 K

vdrift =
µ0 · E(

1 +
(

E
E0

)β
) 1

β

. (5.5)

In addition, drift velocity corrections depending on the germanium crystal lattice

structure are also part of ADL 3.

5.2.2 Induction Simulations inside BEGe Detectors

To calculate the induced charge and current, stemming from the electron-hole

drift along the field lines, the Shockley-Ramo theorem is applied, as shown

in Equation 5.6, which introduces another type of scalar field – the weighting

potential.

Q̇induced(t) = Iinduced(t) = −q∇ψ(r, z) · vdrift(t) , (5.6)

where q is the charge of the particle, ψ(r, z) the weighting potential, vdrift the

drift velocity of the particle, Q̇induced the induced charge, and Iinduced the induced

current. The Shockley-Ramo theorem conceptualises the induction process as the

change of electrostatic flux lines feeding into the electrode. In this way, different

simultaneous moving charges can be seen and simulated as decoupled from

each other. The weighting potential itself is attained in the calculation by setting

the p+ readout electrode to unit potential, the n+ electrode to zero potential,

while the charges are ignored. The program thus solves the Laplace equation,

defined in Equation 5.7, with the SOR algorithm.

∇2Φ(r, z) = 0 . (5.7)

The resulting weighting potential, depicted in Figure 5.3 on the bottom, thus

allows, in conjunction with the electric potential, the simulation of the full signal

pulse just from the initial single or distributed interaction positions and energy

depositions of the particle. The Laplace equation needs to be solved only once for

each detector as the induction can then be calculated from the saved weighting

potential matrix, optimising simulation performance. An example BEGe signal

pulse is shown in Figure 5.4.
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FIGURE 5.4: Pulse Shape Simulation (PSS) of BEGe GD35A from the calculation
of the movement of the charge carriers originating in a single interaction at
(r, z) = (15, 15)mm. The charge carriers are moved through the electric po-
tential (Figure 5.3, top) with a drift speed, inducing a charge on the readout
electrode, calculated by moving the charge carriers through the weighting
potential (Figure 5.3, bottom).

Just like ADL 3, Siggen is a program that allows the simulation of signal pulses

from these simulated weighting potentials of the germanium detectors in con-

junction with the previously simulated fields. Its advanced diffusion and charge

cloud size simulation capabilities proved especially advantageous for the simula-

tion of the Transition Layer (TL) in Section 5.2.1 [90]. It also features temperature

dependent electron-hole pair mobilities affecting their drift velocity and diffusion

coefficient depending on the electric field strength [97]. Originally developed

by David Radford, Siggen was made part of the PSS framework chain through

its implementation with julia, a high-level programming language from MIT,

capable of working with foreign functions from both C and Python [98]. This

allowed the introduction of a sophisticated electronic response module to con-

volve the PSS output in the production chain, based on the Python version,

utilising the scipy library, of a previous work [91]. The electronic response mod-

els the slowed pulse rise observed in data due to the finite bandwidth of the

pre-amplifier, as well as the exponentially falling slope after the peak, caused

by the discharge of the feedback capacitor. The module simulates a circuit, as

illustrated in Figure 5.5, containing a 1-pole filter amplifier, feedback capacitor,

and feedback resistor.

The impulse response of the circuit to the signal can be attained through Laplace
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FIGURE 5.5: Schematic of the circuit simulated in the electronic response module
implemented into julia, based on a Python version of a previous work [91].

analysis. The transfer function H(s) depends on the Gain-Bandwidth Product

(GBP) of the amplifier, the capacitances, and the resistance. The inverse Laplace

transform of the transfer function results in the impulse response h(s) depending

on the signal s, according to

h(s) = L−1{H(s)} . (5.8)

Furthermore, a module was programmed to extract the noise profile from the

80 µs long baseline in GERDA data waveforms for each detector, depicted in

Figure 5.6.

FIGURE 5.6: The 80 µs long baseline in the GERDA data, preceding the signal
pulse, served as the noise profile for the PSS.

The signal is thus first convolved with the impulse response h(s), then random

noise sampled from the noise profile library is introduced to create realistic pulse
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shapes. Figure 5.7 shows a comparison between simulated pulses before and

after the application of the electronic response and noise profile modules. The

induced charge is differentiated to retrieve the induced current. An exponential

decay of the charge pulse and a slowed rise of both the charge and current pulse

were thus achieved.
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FIGURE 5.7: Pulse shape simulation of a SSE showing the impact of the elec-
tronics response and noise module (green) in comparison to an unconvolved
simulated pulse (red). In addition, noise extracted from baselines of data wave-
forms, as shown in Figure 5.6, is added to make the signal even more realistic.
Left: Charge pulse, right: Current pulse from differentiation.

The point contact shapes the electric field in BEGes and IC detectors to be the

strongest in the vicinity of the p+ electrode. Consequently, holes move along

similar trajectories towards it, inducing a characteristic pulse shape, regardless

of initial interaction location. For a single current pulse originating from a SSE,

the maximum height of the induced charge is proportional to the total energy. If

that energy is, however, distributed into several interaction locations, such as

from Compton scattered γ-particles, the resulting MSE is made identifiable by

the multiple similar current pulse peaks partially separated in time. Different

drift times are responsible for the time delay between peaks. In this case, the

maximum current amplitude A is different from the total energy E, divided up

into the different peaks, thus enabling PSD to discern SSEs from MSEs through

the A/E ratio.
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FIGURE 5.8: Pulse shape simulation of a MSE showing the impact of the elec-
tronics response module (green) in comparison to an unconvolved simulated
pulse (red). In addition, noise extracted from baselines of data waveforms is
added to make the signal even more realistic. Left: Charge pulse, right: Current
pulse from differentiation.

Modelling the electronic response was an important step towards simulating and

comparing the virtual pulses to the ones from real data. The next section reports

on the direct comparison of simulated pulses with real pulses from GERDA

Phase II data.

5.2.3 Verification of BEGe Detector Pulse Shape Simulations

with Data

To replicate the shape of the real pulses to the virtual ones, the Gain-Bandwidth

Product (GBP) parameter of the electronic response convolution, responsible

for the rise time of the pulse, and the exponential decay time τ needed to be

determined from a direct comparison to data for every detector. Ideally suited

for that task is the Double Escape Peak (DEP) of the 208Tl component in the 228Th

decay chain, available in abundance in the calibration data. This phenomenon

is described in more detail in Section 2.5. Unlike the Full Energy Peak (FEP)

at 2615 keV, that stems from a mix of SSE and MSE total absorption events,

the dominant event topology for the DEP at 1593 keV are SSEs. This is due to

the escape of both 511 keV γ-particles from the detector, that originated in the
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positronium decay generated by the positron of a pair production event, leaving

only the initial short ranged positron and electron to deposit their energy in a

single location. The waveforms of the events reflect this behaviour: Pulse shapes

taken from the 228Th calibration data FEP exhibit a lot of variation, whereas the

predominantely SSEs in the DEP induce a characteristic shape, as illustrated in

Figure 5.9.

FIGURE 5.9: Waveforms of 104 events taken from the 228Th calibration data FEP
(red) and DEP (green) combined with α-particles (blue) at energies beyond the
FEP were stacked on top of each other as an illustration: The SSEs found in the
DEP induce a characteristic pulse shape in comparison to events from the FEP.
The α-event waveforms coming from energies beyond the limit of natural γ-ray
emission through radioactivity also induce a unique shape as they enter the
detector exclusively as SSEs through the p+ electrode’s negligible FCCD.

To compare SSEs from PSS to these SSEs from data, 228Th calibration simulations

of the GERDA array were performed in MaGe. The simulated hits in the DEP

were converted into a matrix and transformed from the GERDA array coordinate

system into each detector’s own frame using Geoextractor. Calibration data

events in a range of 1591–1594 keV were chosen to target DEP events and filtered

additionally according to their A/E classifier. Next, the averaged simulation and

data waveforms were aligned at half their full height and compared through a χ2-

minimisation, separately for each detector. An example is shown in Figure 5.10,

where an excellent agreement is seen for GD00A, as evidenced by its minimal

residual and small p-value of 0.0016.
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FIGURE 5.10: Verification of BEGe Detector PSS using averaged data from the
DEP of 208Tl. Top: Averaged simulated pulses (green) in comparison to averaged
data pulses (cyan). Bottom: Corresponding residual (red)s of simulations to
data for charge and current. The χ2-minimisation resulted in a p-value of 0.0016
for GD00A.

The results for the GBP and τ parameters of the pre-amplifier, which influence

the rise time and the decay time of the waveform, from data matching are

gathered in Table 5.1 for all BEGe detectors in GERDA.

5.3 Pulse Shape Simulations for IC Detectors

After creating the PSS framework and verifying it for the BEGe detectors, the

goal was adapt it for the IC detectors. This section describes the further advances

achieved for the PSS softwares and their application for the IC detector field

simulations, verification to data, and the implementation of a Transition Layer

to compare to the observations of Section 4.3.2.

5.3.1 Field and Induction Simulations inside IC Detectors

New multi-threaded parallel computing capabilities assisting in the IC detector

field simulations and later in the simulation of entire germanium detector arrays

of GERDA and LEGEND were implemented into ADL to form a new package,
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Detector Channel GBP [109] τ [µs] p-value (χ2 )

GD91A 0 4.48 140 0.0134

GD35B 1 4.52 131 0.0189

GD02B 2 3.27 112 0.0006

GD00B 3 2.42 122 0.0012

GD61A 4 3.11 109 0.0057

GD89B 5 1.79 125 0.0029

GD02D 6 1.66 103 0.0036

GD91C 7 1.98 113 0.0075

GD02A 11 4.77 114 0.0046

GD32B 12 3.13 104 0.0277

GD32A 13 3.21 107 0.0009

GD32C 14 3.17 101 0.0018

GD89C 15 3.18 126 0.0033

GD61C 16 2.22 111 0.0006

GD76B 17 3.07 141 0.0296

GD00C 18 4.89 116 0.0039

GD76C 20 3.37 109 0.0311

GD89D 21 4.44 127 0.0025

GD00D 22 3.12 100 0.0031

GD79C 23 2.96 133 0.0042

GD91B 25 2.09 129 0.0692

GD61B 26 2.55 126 0.0071

GD00A 30 5.03 114 0.0016

GD02C 31 4.56 112 0.0018

GD79B 32 4.23 98 0.0051

GD91D 33 3.08 131 0.0228

GD32D 34 2.76 108 0.0004

GD89A 35 2.23 116 0.0033

TABLE 5.1: Electronic response parameter results of Gain-Bandwidth Product
(GBP) and τ of the exponential decay of the pre-amplifier for all BEGe detectors
.
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ADL 4. This is to be able to compile it together with ROOT, GEANA (Gerda Ana-

lysis Package), and Geant4. In an effort to further unify ADL 4 and Siggen, the

temperature dependent electron-hole pair mobilities were also integrated [97].

The IC detector geometry with its point contact readout electrode and its bore

hole were implemented into ADL 4 for this work and the electric fields, elec-

tric potentials, and weighting potentials of the five IC detectors described in

Chapter 4 were simulated. An example of the simulated IC detector fields can

be seen in Figure 5.11.

The IC detectors were then implemented into the induction and PSS framework

and each module was adapted to suit the IC detector geometry. After this is

accomplished once for a detector type, Geoextractor is capable of transmitting

the event coordinates throughout the PSS chain.

5.3.2 Verification of IC Detector Pulse Shape Simulations with

Data

In the IC detector characterisation campaign, described in Section 4.1, data was

acquired both with an MCA to save histograms directly and an FADC to save

the time dependent charge collection information in waveforms. The energy,

current, amplitude, and rise time were then retrieved from these waveforms

through waveform processing, mimicking the waveform processing in GERDA.

Using the FADC data, the recorded waveforms can be compared to simulated

ones.

In the same vein as the verification of the BEGe Detector PSS, described in

Section 5.2.3, the IC Detector PSS had to be verified and the electronic response

parameters GBP and τ needed to be extracted to match the data pulse shape. For

this purpose, the 228Th calibration simulations, performed in the framework of

the IC Detector characterisation campaign in Chapter 4, were employed. The

simulated hits in the DEP were converted into a matrix and transformed from

HADES facility coordinate system in MaGe into each detector’s own frame using

Geoextractor. A/E filtered calibration data events in a range of 1591–1594 keV

were chosen to target DEP events. Next, the averaged simulation and data

waveforms were compared through a χ2-minimisation. Figure 5.12 illustrates
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FIGURE 5.11: IC detector field simulations: The electric potential (a) of IC48A,
created by applying high voltage to the depletion voltage of 2900 V, establishes
the electric field (b) that determines the calculated path of charge carriers. The
weighting potential (c) allows the calculation of the induced charge on the
readout electrode with the Shockley-Ramo Theorem.
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the results for IC48A, where an excellent agreement was found with a p-value of

0.0034.
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FIGURE 5.12: Verification of IC Detector PSS using averaged data in the DEP of
208Tl. Top: Averaged simulated pulses (green) in comparison to averaged data
pulses (cyan). Bottom: Corresponding residuals (red) of simulations to data
for charge and current. The χ2-minimisation resulted in a p-value of 0.0034 for
IC48A.

The results of the electronic response parameters from the matching are gathered

in Table 5.2 for all five IC detectors.

Detector GBP [109] τ [µs] p-value (χ2 )

IC48A 4.48 174 0.0034

IC48B 4.52 181 0.0057

IC50A 3.27 132 0.0041

IC50B 2.42 198 0.0094

IC74A 3.11 159 0.0132

TABLE 5.2: Electronic response parameter results of Gain-Bandwidth Product
(GBP) and τ of the exponential decay of the pre-amplifier for all all five IC
detectors.
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5.3.3 Transition Layer Simulations with IC Detector PSS

The characteristic shape of an IC detector pulse is caused by the strongly peaked

weighting potential near the readout electrode due to the small size of the p+ con-

tact in comparison to the outer dimensions. SSEs and MSEs thus feature single

or stacks of similar pulses with an initial delay, corresponding to the distance

from the interaction point to the readout electrode. Events that exceed this range

in rise time stem from the creation of charge carriers in the Transition Layer

of the n+ electrode. Even though the charge carriers are shielded through the

lithium doping from accelerating in the electric field, they still manage to reach

the active volume through the process of diffusion. Because of the slow nature

of diffusion in comparison to the much faster field drift, the event topology is

recognised as so-called slow pulses. The pulse integration time for the maximum

current amplitude A of a slow pulse is thus much shorter than the one for the

total energy E, leading to a strongly reduced A/E ratio in comparison to SSEs.

The increased rise time induces a ballistic deficit in the energy reconstruction,

visible as a low energy tails of peaks in the energy spectrum.

In Section 4.3.2, the low energy tail of the 59.5 keV peak in the 241Am spectrum

was assumed to originate from a Transition Layer effect, as it could not be

replicated otherwise in the simulations. Additional evidence for the effect came

in the form of the A/E distribution of the low energy tail, shown in Figure 4.17,

where a majority of the low energy tail events featured a A/E < 1 classifier,

typical for Transition Layer slow pulses. Using PSS, the phenomenon could be

investigated further by simulating the diffusion process and studying its effect

on the A/E distribution of a 241Am source measurement.

For that purpose, a diffusion module was employed in the simulation chain,

that allowed the simulation of a diffusion zone inside the Transition Layer to

convolve the Siggen output to emulate the degraded signal shape [90]. This

enabled the simulation of slow pulses using the PSS framework. Figure 5.13

illustrates the difference in rise time for a SSE in the bulk volume and charge

carrier in the Transition Layer of the n+ electrode that slowly diffuses into the

active volume, where it induces a slow pulse on the readout electrode.

Events from the 241Am simulations below 62 keV were selected, transformed

using Geoextractor into an event matrix in the detector frame, and placed into

the fields of the IC detectors to calculate their drift velocity and the resulting
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FIGURE 5.13: Comparison of simulated SSE (blue) in the bulk of an IC detector
and a simulated slow pulse (orange) originating on the n+ electrode. Due to the
convolution with the simulation of diffusion effects, the slow pulse exhibits a
much higher rise time than the SSE.

induction on the readout electrode with Siggen. Diffusion was simulated for

hits that interacted in the virtual Transition Layer of size 0.6 mm, through the

convolution of the induction signal. Then the signal was further convolved with

the electronic response module using the parameters obtained in Section 5.2.

By utilising the same waveform processing on the simulated pulses as for the

FADC data, discussed in Section 5.2.2, the energy, current, amplitude, rise time,

and thus A/E were calculated in the same way. The A/E classifiers of all the

simulated pulses were then plotted in Figure 5.14, as a function of energy on a

two-dimensional histogram, and normalised with the SSE band equalling unity.

The events in the 59.5 keV peak are a mixture of SSEs and MSEs with A/E = 1

and A/E < 1, respectively. Below the peak, especially low A/E values begin

to appear, which were identified as slow pulses in individual waveform view.

The shape of the slow pulse A/E distribution induced by the Transition Layer is

similar the one observed in Figure 4.17 for data. This result served as a further

proof of the Transition Layer effect, which was simulated in the last chapter to

achieve the best match to data for the most accurate FCCD determination of the

IC detectors.
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FIGURE 5.14: A/E distribution of PSS using 241Am 59.5 keV peak simulations
(top). With the introduction of a 0.6 mm TL, the low A/E tail below the 59.5
peak can be replicated similar to the shape observed in data (bottom).

5.4 Conclusion and Outlook

A framework for PSS was developed that allows the transformation of MaGe

based hit location and energy deposition simulations into simulated fields of

germanium detectors to calculate the induced charge and current that is fur-

ther convolved to include diffusion effects, electronic response, and baseline
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noise. The geometries of BEGe and IC detectors were implemented and the PSS

framework was verified for both detector types with averaged 208Tl DEP pulses

from 228Th calibration data. In the process, the electronic response parameters

for all detectors were retrieved. The low energy tails observed in IC detector
241Am source measurements in the last chapter were studied through PSS with

the addition of diffusion process simulation of charge carriers in the Transition

Layer. An A/E distribution was obtained that shows the Transition Layer effect

to be the origin of the low energy tail, validating the methods used for the FCCD

determination. In the future, PSS will provide an estimate of the PSD efficien-

cies, 0νββ signal efficiency in comparison to the 208Tl DEP, help judge the data

processing impact, and assist future detectors development.



Chapter 6

Production and Characterisation of

Low Neutron Emission 228Th

Calibration Sources

In GERDA, energy calibrations are performed with the insertion of three 228Th-

sources alongside the germanium detector strings to monitor the energy resol-

ution and ensure the stability of the energy scale for the measurements. This

chapter describes the production and the characterisation of new low neutron

emission 228Th sources to be employed as the new primary calibration sources

inside the GERDA experiment. All the necessary production steps for their cre-

ation and their low neutron emission quality are described in detail in Section 6.1.

The subsequent characterisation is explained in Section 6.2. The γ-activity meas-

urements of the sources with the low background germanium detector counting

facility Gator are described in Section 6.2.1.1, while the Gator MC simulations

and the activity results are reported in Section 6.2.1.1. The precise knowledge

of the activities is essential for the scaling of calibration MC simulations of the

GERDA array to calibration measurements to judge the quality of the GERDA

background model and the PSD efficiencies of the Full Energy Peak (FEP) and

the Double Escape Peak (DEP). The neutron emission measurements and results

are presented in Section 6.2, as well.

105
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6.1 Production of 228Th Calibration Sources

Due to the 1.9 yr half-life of 228Th, the original GERDA Phase II calibration

sources produced in 2014 had to be replaced [99]. For this purpose, the produc-

tion of four new 228Th sources exhibiting low neutron emission was organised.

In the 228Th decay chain, several α-particles of energies of 8.8 MeV and below

are emitted, inducing ( α, n)-reactions in commercially available 228Th sources.

If the germanium detectors of GERDA were to be exposed to the resulting neut-

rons during calibration, 77Ge and its metastable state 77mGe would be created

through neutron activation. With the 77Ge γ-lines at 2000 keV, 2038 keV, and

2077 keV so close to Qββ and a half-life of only 11 hours, it was calculated in

a past work [61] that this would pose a problematic irreducible background

to the experiment [63]. For this purpose, a technique, developed by the Uni-

versity of Zurich (UZH) and Paul Scherrer Institute (PSI), was employed that

makes use of the deposition of the 228Th inside gold foils [100]. Gold features a

(α,n)-production energy threshold of 9.94 MeV, above the decay chain’s α-decay

maximum energy of 8.8 MeV [61, 100]. The induced 77Ge background of the new

sources is estimated in Section 6.2.2.

A schematic diagram of all the steps in the procedure to produce the custom low

neutron emission 228Th calibration sources is given in Figure 6.1. First, ThCl4

FIGURE 6.1: Schematic diagram on the low neutron emission custom low
neutron emission 228Th calibration source production technique.

dissolved in HCl with a total activity of 153.1 kBq of 228Th had been delivered

from the company Eckert & Ziegler to the University of Mainz, Germany. In
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order to handle such high activities, the laboratories of the Nuclear Chemistry

Insitute in Mainz were chosen as a production site. The sources were then

produced from 18. –19. June 2018 as a collaboration between the University of

Zürich, Paul Scherrer Institute (PSI), and the University of Mainz on location.

The required equipment for the production procedure included:

– Plexiglass glovebox with air filter system

– Pump with actived charcoal filter

– Hot plate with aluminum cover

– Electric oven capable of up to 800 ◦C

– Thermocouplings

– Clean utensils: tweezers, pincers

– Glass cutter

– PE pipettes

– Eppendorf pippette to divide the initial solution

– PTFE crucible with quartz filter paper as cover

– Nitric acid (HNO3) concentrate

– H2O destilled

– Geiger counter to monitor glovebox

– ThCl4 dissolved in HCl with a total activity of around 153.1 kBq of 228Th

– 8× 20 µm thick, 4 cm2 high purity gold foil squares

The source production itself took place in a glovebox, connected to an air filter

to prevent 220Rn emanation during the heating processes. In order to deposit the
228Th onto the gold foils, several chemical reactions had to be initiated. Figure 6.2

shows four photos of the entire process.

In a first step, the solution of ThCl4 dissolved in HCl with a total activity of

153.1 kBq of 228Th was weighed to be 5.1 g and distributed into three PTFE

crucibles containg 1.25 g and a fourth one containing the rest. Nitric acid (HNO3)

was then added in and the solution was heated to 120 ◦C on a hot plate, evap-

orating the chlorine according to the reaction in Equation 6.1. The chlorine
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FIGURE 6.2: Source production: (Top left): Heating of the ThCl4 in 1 M HCl
solution in PTFE crucibles and subsequent pipetting of Th(NO3)4 with nitric
acid into gold cups created from gold foil squares. (Top right): Heating the filled
gold cups to 800◦C inside an electrical oven to evaporate the liquid and deposit
the 228Th onto the gold surface. (Bottom left): Folding of the inner gold foil
cup to contain 228Th inside. (Bottom right): Folding of gold foil around inner
gold foil to reduce the neutron emission of the future calibration sources after
encapsulation for the GERDA experiment. Bottom photos from [99].
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FIGURE 6.3: Schematic of the encapsulated 228Th calibration source for the
GERDA experiment. The dimensions are in mm. Four sources were produced at
the University of Mainz to serve as the active elements. Eckert & Ziegler then
encapsulated the active elements according to the schematic. The M4 thread
serves to screw the source into the source holder of the Source Insertion System
(SIS).

was separated from the ThCl4 molecules, because both 35Cl and 37Cl possess

(α, n)-production thresholds below 8.8 MeV.

3ThCl4 + 16HNO3 −−→ [3Th(NO3)4]solid + [4NOCl + 8H2O + 4Cl2]gas (6.1)

Four 20 µm thick, 4 cm2 gold foil squares were cleaned with isopropyl and folded

into small cups to accommodate in equal parts the Th(NO3)4 mixed together

with more nitric acid for better distribution. The gold cups were then each

heated to 120 ◦C on a hot plate to evaporate the nitric acid and, in a second step,

inserted into an electrical oven. Reaching 800 ◦C inside the oven, the Th(NO3)4

reacted and deposited ThO2 onto the gold foil, as shown in Equation 6.2.

3Th(NO3)4 −−→ [3ThO2]solid + [12NO2 + 3O2]gas (6.2)

The individual gold cup was then taken out of the oven and folded inside of

another gold foil down to a size of 4 mm× 4 mm× 4 mm in order to serve later

as the active element of the source. The precise size of the active element was

specified by Eckert & Ziegler as illustrated in the schematic of the encapsulated

source in Figure 6.3. Achieving these dimensions through folding and strong
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pressing proved arduous and demanded additional time and put strain on the

material. In future productions of calibration sources, the space issue should

be accounted for. During the production, a Geiger counter was employed to

monitor the glovebox, glovebox walls, containers, and equipment as potential

locations of activity losses. The workspace’s detected total count rate counter

rose throughout the production from (0.1–0.2) · 102 s−1 to (0.6–0.8) · 102 s−1,

indicative of lost 228Th activity in the process.

Four sources were produced in total during the two days, distributing the initial

153.1 kBq of 228Th into sources with activities ranging anywhere between 10

to 40 kBq per source. The large uncertainty stems from an inevitable loss of

activity in the production process and inherent uncertainty in distributing the

initial solution into equal parts. A first estimation of the activity distribution

was performed right after production with a HPGe detector in the laboratory

in Mainz. The count rate of the 583 keV peak energy peak of each 228Th source

was measured using an MCA over 5 min each, leading to the count rates listed

in Table 6.1. The sources were thus not anticipated to have equally distributed

activities in the later activity determination described in Section 6.2.

Source 583 keV count rate [s−1] Relative ratio

AM-2628 10.2± 0.2 1

AM-2629 8.6± 0.2 0.84

AM-2630 5.8± 0.2 0.57

AM-2631 3.9± 0.2 0.38

TABLE 6.1: Count rates of the produced calibration sources measured with
a HPGe detector in Mainz. This is a first estimation of the activity distribu-
tion. The source names were chosen at encapsulation time, but named here
accordingly.

The sources were then packaged and sent to Eckert & Ziegler in Braunsch-

weig, Germany, to be encapsulated inside double-sealed stainless steel capsules

(VZ-3474-002). At location, the four encapsulated sources were certified for

leak tightness at room temperatures with certified primary leak tests I and II

according to ISO-2919.

Afterwards, the encapsulated sources were shipped to the Max Planck Institute

for Nuclear Physics in Heidelberg, Germany. There, they were tested for leak

tightness at cryogenic temperatures by the Radiation Protection Group through
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FIGURE 6.4: Cryogenic leakage tests at the Max Planck Institute for Nuclear
Physics in Heidelberg, Germany, revealed the outer seal of one of the four
sources (left) emitting part of the soldering (right) into the liquid nitrogen. The
source was subsequently sent back to Eckert & Ziegler to be re-encapsulated.
The other three sources passed all tests.

20 cycles of cooling in liquid nitrogen at 77 K and then warming up to room tem-

perature. In the process, the outer seal of one of the four encapsulated sources,

AM-2630, was found to emit part of the soldering into the liquid nitrogen, as

shown in Figure 6.4. High performance wipe tests were performed with a detec-

tion limit of 0.02 Bq for α-particles and 0.05 Bq for β-particles, leading with an

assumed 10% wipe efficiency to a detection sensitivity of 0.2 Bq and 0.5 Bq for

α-particles and β-particles, respectively. Additionally, the 220Rn sensitive radon

detector SARAD Thoron Scout [101] was used in a closed 20 l box, containing

first the defect AM-2630 source, then all other sources to measure gaseous leaks.

No contaminations or additional 220Rn was detected.

It was decided that even though the source itself was not compromised, the

double-sealed safety was not upheld by this fourth source and needed to be

checked by the manufacturer and eventually re-encapsulated. The fourth source

was thus not measured in this work, but could find use in the LEGEND experi-

ment in the future. The other three sources, AM-2629, AM-2629, and AM-2631,

passed all the tests and received their certificates and were subsequently shipped

to LNGS.

6.2 Characterisation of 228Th Calibration Sources

When the 228Th sources arrived at LNGS, they were characterised underground:

γ-activity measurements were performed using the low background High Purity



Chapter 6. Production and Characterisation of 228Th Sources - Activity 112

Germanium (HPGe) detector facility Gator, described in Section 6.2.1, while

for the neutron emission measurements a LiI(Eu) detector was employed, as

reported in Section 6.2.2.

6.2.1 γ-Activity Measurements in Gator

Gator is a 2.2 kg High Purity Germanium (HPGe) crystal surrounded by low-

activity copper, lead, and polyethylene, featuring an integral counting rate of

only 9.6 events per hour in the 100-2700 keV energy region [102]. Coupled with

its excellent energy resolution, it has proved to be ideally suited to determine

the activities for component materials in the selection campaigns for XENON1T,

XENONnT, GERDA, and LEGEND [41, 103, 104]. In the course of the character-

isation of the new 228Th calibration sources for GERDA, Gator was employed

to determine their γ-activity. Each source was separately measured for 1 hour,

while located directly on the copper endcap of the cryostat above the HPGe,

as depicted in Figure 6.5. The energy spectra were acquired with a dead time

ranging between 12–24% depending on the source activity.

6.2.1.1 γ-Activity Simulation and Analysis

The Gator facility was previously modelled in Geant4, but altered in the frame

of this work to include the accurate sources on top of the copper end cap, close

to the detector with the cryostat and the lead castle surrounding them. For the

source geometry, the dimensions of Figure 6.3 were implemented. Figure 6.6

illustrates the resulting complete Geant4 model as a wireframe visualisation

render using VRML driver 2.0.

The plan was to set up the source volume to contain 228Th and let it run auto-

matically through its decay chain. The initial Geant4 framework, used in the

past for Gator, appeared to have problems in the nucleusLimit function, however.

Investigating the cause lead to the finding that the function was unable to ac-

curately account for different decay times and thus created artificial summation

peaks not visible in data. The MC simulations were resimulated with decoupled

simulations of the three primary components 208Tl, 212Bi, and 212Pb. Afterwards

their spectra were weighted and combined relative to their branching ratios their
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FIGURE 6.5: Source characterisation: (Top left): Lead container in which the
sources AM-2628, AM-2629, AM-2631 were delivered underground in LNGS
into the measurement facility. (Top right): Steel encapsulated 228Th sources
with a M4 standardised screw to attach it later into the tantalum absorber
of the source holder in the GERDA experiment. (Bottom left): Interior view
onto the end cap of the of low background HPGe detector facility Gator at
LNGS, surrounded by lead bricks to shield from background. (Bottom right):
Measurement of each source on top of the copper endcap inside of Gator.



Chapter 6. Production and Characterisation of 228Th Sources - Activity 114

FIGURE 6.6: Geant4 simulation visualisation of the copper end cap above the
Gator HPGe detector, and surrounded by the lead castle.

branching ratios and transient equilibrium corrections [63]. The problem with

the artificial summation peaks was thereby solved.

Additionally, the spectra were smeared with Gator’s energy resolution curve in

Figure 4.8, obtained from calibration, given as

∆E (E) =
√

p0 + p1 · E + p2 · E2 , (6.3)

where the energy resolution ∆E at a certain energy E is given as a function of E.

The parameters are given in Table 6.2.

FIGURE 6.7: Gator resolution curve given by Equation 6.3 and Table 6.2 extrac-
ted from calibration.
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Parameters Value

p0 (6.04± 0.33) keV2

p1 (1.74± 0.12) · 10−3 keV

p2 (2.32± 0.74) · 10−8

TABLE 6.2: Parameters of the Gator resolution curve used in Equation 6.3.

On an event by event basis, the event energies were adjusted according to

Efinal = Einitial + ∆E , (6.4)

where E is the initial event energy, ∆E a number created by a random number

generator constrained by the composition of a Gaussian function, centered

around the origin with the FWHM from the resolution curve, and a low energy

tail component with its parameters defined by the 2.6 MeV-line low energy tail

parameters extracted from data.

An example of the simulated energy spectrum in comparison to the measured

energy spectrum for source AM-2629 is shown in Figure 6.8.

By simulating 109 events as a known quantity of 228Th decay, the activity of the

sources can be determined by matching the spectra to data and calculating from

the scaling factor how many decays accumulated in total during the measure-

ment. By dividing then with the measurement duration, the nucleus decay rate

and thus the activity is retrieved, according to Equation 6.5.

A
228Th =

Nsim · fscale

tmeasurement
, (6.5)

where A
228Th is the activity of each 228Th source, Nsim the total number of sim-

ulated events, fscale the scaling factor to match the spectra, and tmeasurement the

total measurement time of that particular source.

Two methods were employed to scale the MC simulation spectra to the measured

ones to retrieve the scaling factor fscale and cross-check their results:

• The first method used a χ2 minimisation of the bin content differences

around the Compton edge at around 2380 keV.
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(a) AM-2628

(b) AM-2629

(c) AM-2631

FIGURE 6.8: Energy spectra of the new 228Th calibration sources (blue) matched
to simulations (red) to extract their γ-activity.
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• The second method involved the fitting of the 2.6 MeV line in both spectra

with a combination of a Gaussian function, a constant and linear back-

ground, a step function, and a low energy tail, as defined in Equation 6.6.

The count rate of the 2.6 MeV line in the simulation spectrum was then

scaled to the count rate of the measured 2.6 MeV line.

f(x)Fit =
AGauss√

2πσ
exp

(
−(x− µ0)

2

2σ2

)
+

BTail

2C
exp

(
x− µ0

C
+

D2

2C2

)
· erfc

(
x− µ0√

2D
+

D√
2C

)
+

EStep

2
erfc

(
x− µ0√

2σ

)
+ FLinear · (x− µ0) + GConstant ,

(6.6)

with µ0 as the mean and σ as the standard deviation of the Gaussian

function, and AGauss,BTail, C, D, EStep, FLinear, and GConstant as free fit para-

meters.

The statistical uncertainty was extracted from the best-fit uncertainty for the

Compton edge χ2 method, while for the 2.6 MeV-line method a variation of

the 2.6 MeV fit parameters with a Gaussian function was used. The Gaussian

function has its mean located at the best fit parameter value and the fit parameter

uncertainty was its FWHM. The solution space was mapped as a histogram with

the resulting standard deviation of the distribution as the overall statistical

uncertainty.

The systematic uncertainties were determined through MC resimulations with

a 2 mm height variation, resulting in a +3.5%/-2.7% difference. A variation in

the cross sections of the MC simulations gave rise to a -2%/+2.5% difference.

An energy range variation of ± 20 keV resulted in +2.5% uncertainy across the

board. Through error propagation, a total systematic uncertainty of +4.8%/-4.5%

was estimated.

The two activity measurement methods had matching resulting activities and

are listed in Table 6.3. The 2.6 MeV-line method activities were chosen as the

main result due to the lower calculated uncertainty of the method.
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To predict the activity of the uncharacterised source AM-2630, the relative ratios

of the source activities were calculated to be 1 : 0.88 : X : 0.41, standing for AM-

2628 : AM-2629 : AM-2630 : AM-2631, with X the unknown source activity. The

relative ratios were compared to the measurements in the laboratory in Mainz

during production (in Table 6.1), where the ratios 1 : 0.84 : 0.57 : 0.38 were found.

This gave rise to the (13± 2) kBq activity prediction with a conservative estimated

uncertainty for the uncharacterised source AM-2630.

Source Activity (Compton edge) [kBq] Activity (2.6 MeV fit) [kBq]

AM-2628 23.6± 1.1 (stat.) +1.1/-1.0 (sys.) 23.4± 0.9 (stat.) +1.1/-1.0 (sys.)

AM-2629 20.8± 1.1 (stat.) +1.0/-0.9 (sys.) 20.7± 0.8 (stat.) +1.0/-0.9 (sys.)

AM-2630 ∼ 13 ± 2 (predicted)

AM-2631 10.1± 0.9 (stat.) +0.5/-0.4 (sys.) 9.7± 0.4 (stat.) +0.5/-0.4 (sys.)

TABLE 6.3: γ-activities of the produced 228Th sources determined in Gator
with Compton edge χ2 minimisation (left) and 2.6 MeV-line (right) matched
scaling. The activity of AM-2630 was predicted based on the relative ratios of
the measurements in Mainz.

6.2.2 Neutron Emission Measurements in LiI(Eu) detector

To estimate the neutron flux emitted by the 228Th sources, a LiI(Eu) detector

equipped with a custom low activity PMT was employed connected to an MCA

underground at LNGS [61]. Even though the sources were produced to feature

low neutron emission, to prevent 77Ge creation through neutron activation in the

detectors, great care had to be taken to determine the actual neutron emission

rate. Figure 6.9 illustrates the inner workings of the detector in a schematic.

The LiI(Eu) detector consists of a 96% 6Li crystal to help detect neutrons through

the reaction:

6Li + n → 7Li∗ → 3H + α + 4.78 MeV , (6.7)

where the excess energy of 4.78 MeV, the Q-value of the reaction, is distributed

between the 3H and the α-particle. The heavy ions then induce scintillation light

in the LiI(Eu) crystal. The emission consists of a broad band with a maximum at

470 nm. Due to their high ionizing power, quenching effects result in a reduced
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FIGURE 6.9: Schematic of the LiI(Eu) neutron detector. The 6Li interacts with
neutrons, according to Equation 6.7, to create heavy ions such as α-particles that
induce scintillation light in the LiI(Eu) crystal that is detected by a 1 inch low
activity PMT. Schematic from [105]

light output, shifting the thermal neutron peak to about 3.6–4.1 MeV equivalent

γ-ray energy, still well resolved from the γ-contribution of background sources

and the 228Th source itself, peaking at 2.6 MeV. The scintillation photons are

detected by the low activity 1 inch PMT. Surrounding the detector, a 20 cm thick

borated polyethylene shielding helps suppress background neutrons coming

from the outside by moderating and absorbing them. Thermal neutrons are

moderated with a 5 cm borated polyethylene barrier directly between the source

and the detector. An adjacent 2 cm lead brick serves as γ-background reduction.

The crystal itself is cylindrical in shape with a 1.3 cm radius and 0.3 cm length,

encased in a copper ring for additional shielding. Figure 6.9 displays these parts

in a photo of the LiI(Eu) detector inside the borated polyethylene shielding.

The neutron emission measurements of the 228Th sources using the LiI(Eu) de-

tector were performed over 54 days underground at LNGS. Figure 6.11 compares

the resulting spectrum to 314 days of background data without the sources. In

addition, the data measured in 2014 is shown with 11 days of livetime and

142 days of background data. Both datasets exhibit a similar performance in

terms of γ-activity portrayed up until around channel 650. The few events above

that are characteristic for thermal neutrons, moderated in this setup with borated

polyethylene blocks in front of the detector. Around channel 660, an internal
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FIGURE 6.10: Photo of the LiI(Eu) neutron detector surrounded by borated
polyethylene shield (white). From left to right: SHV high voltage and BNC
signal out cables, aluminum housing containing the LiI(Eu) detector (silver),
5 cm polyethylene shielding (white), 2 cm lead brick, and source holder.

α-particle contamination of the crystal is visible. The signal region was chosen

to be the channel 700–950 range, above the contamination and including the

thermal neutron signal peak around channel 800. The background data was

taken over 314 days, shown in Figure 6.12 to be a stable neutron flux throughout,

there was no evidence found beyond daily fluctuations.

After subtracting the background rate measured from the 314 days of back-

ground, the signal was taken in relation to the summed activity of the sources

inside the detector. The neutron flux was then calculated as a counting experi-

ment, according to Equation 6.8.

Φ
228Th
n =

R
228Th
n − R

bkg
n

ε · Σi(A
228Th)

, (6.8)

with

R
228Th
n =

N
228Th
n

t228Th
, Rbkg

n =
Nbkg

n

tbkg , (6.9)

where N
228Th
n , t

228Th, and R
228Th
n are the total number of events, the measurement

time, and the resulting event rate in the signal range for the 228Th measurements.

Nbkg
n , tbkg, and R

bkg
n are the total number of events, the measurement time, and

the resulting event rate in the signal range for the background measurements.

The list of these parameter values is given in Table 6.4. The internal clock of
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(a) New calibration sources

(b) Comparison with old calibration sources from 2014

FIGURE 6.11: Normalised energy spectra of the LiI(Eu) detector depicting
the newly produced sources (red) in comparison (bottom) to the old sources
(blue) produced in 2014 (blue) for a livetime of 54 days and 11 days respect-
ively. The corresponding background runs are almost identical for the new
sources (magenta) during 314 days and the old sources (cyan) during 142 days
respectively.
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FIGURE 6.12: Background neutron events detected in the LiI(Eu) detector over
314 days of data taking without sources inside. A energy range of channel
700–950 was chosen to include events above the γ-background. The binning is
1 day per bin.

the MCA was used to measure the measurement time in the settings to directly

save the event rates in the output files. ε is the total detection efficiency, and

Parameters 2018 Values 2014 Values

t
228Th 54 days 11 days

tbkg 142 days 314 days

R
228Th
n (3.11± 0.09) · 10−5 n

s (6.68± 0.43) · 10−5 n
s

R
bkg
n (0.88± 0.11) · 10−5 n

s (0.92± 0.18) · 10−5 n
s

Σi(A
228Th) (53.8+4.3

−4.0) kBq (130.4± 5.5) kBq

TABLE 6.4: Parameters for the calculation of the neutron flux used in Equa-
tion 6.8.

Σi(A
228Th) the sum of the source activities from Table 6.3. The total detection

efficiency ε was estimated in the past from an AmBe measurement with the old

sources to be [99, 106]

ε =
(

5.32+0.18
−0.15 ± 0.27

)
· 10−4 . (6.10)

The resulting combined neutron emission rate of the 228Th sources is listed

in Table 6.5 and compared to the recalculated neutron activity from the 2014
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data of the old sources with the same calculation method in good agreement

with the new results. With about a five times higher measurement duration, a

lower statistical uncertainty was achieved. The uncertainty on the efficiency in

Equation 6.10 induced the systematic uncertainty on the emission rates.

Sources Duration Rate [10−7 n
Bq·s ]

2014 (orig.) 11 days 8.2± 1.7(stat.)± 1.4(sys.) [99]

2014 (recalc.) 11 days 8.8± 1.7(stat.)± 1.4(sys.)

2018 54 days 7.8± 0.5(stat.)± 1.1(sys.)

TABLE 6.5: Neutron emission rates comparison measured with the LiI(Eu)
detector of the 228Th sources produced in 2018 and 2014 recalculated with the
same method (bottom) and the original result (top) from [99].

This results in an order of magnitude lower neutron flux for these 228Th sources

in comparison to a commercial source for which the neutron emission rate was

measured in the past to be 7.5+2.5
−1.6 · 10−6 · n

Bq·s [61, 99]. If commercial sources

would be employed in GERDA, the emitted neutrons would generate 77Ge with

background contributions in the region of interest, prior to PSD and LAr veto

cuts, estimated in this previous analysis to be 2.97 · 10−5 cts/(keV·kg·yr·kBq) [61].

This would amount to an induced background index when multiplying with

the total activities of the new sources of 1.60+0.14
−0.13 · 10−3 cts/(keV·kg·yr), which

would be on the order of the background goal of GERDA Phase II. The order

of magnitude lower neutron flux of the custom sources, however, reduces the

otherwise problematic 77Ge background to a contribution to the background

index of 10−4 cts/(keV·kg·yr) prior to analysis cuts, well below the background

of GERDA Phase II. The neutron emission reduction of the custom sources was

thus deemed a success and in January 2019 the new sources were installed as

the main calibration sources for the GERDA experiment.

In the current planning, LEGEND-200 would employ a similar total amount of
228Th source activity for calibration, distributed among more sources. But due to

the one order of magnitude lower background index goal of 10−4 cts/(keV·kg·yr)

after LAr and PSD, this induced 77Ge background could possibly become a

significant fraction of the background for LEGEND-200. This depends however

greatly on the degree of background reduction achieved by the analysis cuts: In

a separate study, conducted to measure the 77Ge background induced by cosmic

muon interactions in GERDA, the combination of detector anti-coincidence,
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PSD, LAr veto cuts reduced the spectral contribution of 77Ge at Qββ by an

order of magnitude [107]. Active background reduction techniques could thus

significantly suppress the 77Ge background index contribution down to 10−5

cts/(keV·kg·yr) and thus help achieve the desired background index for LEGEND-

200.

6.2.3 Production & Characterisation Timeline

The full production cycle starting with first contacting the companies that could

supply all the materials, until all the measurements were performed and the

sources were installed in GERDA took two years. The primary reasons for the

length were the intial delays to receive the quote from the Swiss liasion company

Imatom for Eckert & Ziegler, the timing and scheduling to be able to work

on a radioactive source involving several different institutions with their own

schedules, and the bureaucratic complications that come with acquiring the

rights to transporting radioactive materials. The detailed production timeline is

given in Appendix C in Table C.1.

6.3 Conclusion and Outlook

The production of the four new 228Th calibration sources entailed the deposition

of radioactive substance with 153.1 kBq of total activity of 228Th inside gold foils

to be encapsulated into double-sealed stainless steel. The gold foil technique

reduced the neutron emission of the sources by an order of magnitude in com-

parison to commercial sources, as demonstrated by LiI(Eu) measurements at

LNGS. The activities of the sources were determined in the low background

counting facility Gator to enable the scaling of calibration MC simulations of

the GERDA array to calibration measurements. This allows for a better under-

standing of the GERDA background model and the estimation of the Full Energy

Peak (FEP) and the Double Escape Peak (DEP) Pulse Shape Discrimination (PSD)

efficiencies. The 228Th source were then installed into GERDA, serving as the

main calibration sources for the germanium detectors of the experiment. The

energy resolution estimation of the detectors for the final unblinding will be

performed with calibration data gathered with these sources.
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Conclusion and Outlook

Neutrinoless double beta decay (0νββ) is a compelling avenue in modern physics

to investigate the Majorana nature of the neutrino, the neutrino mass hierarchy,

and the absolute mass scale. Searching for this decay, the GERDA experiment

– based on an enriched germanium detector array directly submerged in a li-

quid argon cryostat – aims to achieve the lowest background and the highest

sensitivity on the 0νββ decay half-life of 76Ge possible.

To achieve an ideal linear sensitivity scaling with exposure, the background

index in the region of interest and the energy resolution must be optimised,

while the active masses and thus exposure should be known to the best precision.

The work in the scope of this thesis lead to advancement in all of these three key

areas.

To help minimise the background, a background model for the natural non-

enriched detectors, reaching much below the 565 keV main model threshold,

was developed on the basis of a high quality natural detector dataset of 799 days

of data. The natural detectors’ order of magnitude lower 0νββ spectrum was

thereby exploited to extract competitive 39Ar and 85Kr specific activity results

and conduct a 214Bi γ-line study. The identification of the high voltage cables as

the primary 214Bi background source location was performed as an input to the

main background model.

Five germanium detectors of the new Inverted Coaxial (IC) type were charac-

terised using 228Th and 241Am sources for the purpose of use in GERDA to gain

125
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exposure and experience to employ them in large quantities in the next genera-

tion of 76Ge experiments, LEGEND. The Full Charge Collection Depths (FCCDs)

of the detectors, describing the part of the n+ electrode wherein interactions

induce no charge or only partial charge, were estimated with measurements of

both source types. The Transition Layer simulations, that were used to achieve

this, were verified through signal waveform pulse shape simulations, made

possible through the development of a Pulse Shape Simulations framework. As

a consequence of the FCCD results, the active volumina, active volume fractions,

and active masses were determined.

Four new 228Th sources were produced to exhibit low neutron emission and to be

used as calibration sources for the GERDA germanium detectors. The successful

reduction of neutron emission of an order of magnitude in comparison to com-

mercial sources was measured with a LiI(Eu) detector underground, showing

that the neutron induced 77Ge background fulfil the background requirements

of GERDA Phase II. The activities of the sources were determined inside the low

background counting facility Gator, featuring a high purity germanium detector.

The activities of the sources were determined in the low background counting fa-

cility Gator to enable calibration simulation scaling to calibration measurements

to cross check the background model. After the characterisation of the 228Th

sources, they were installed as the main calibration sources in GERDA.

In the final unblinding of GERDA experiment in 2020, the calibration data

gathered with these sources will serve in the estimation of the energy resol-

ution of the germanium detectors in the GERDA array. The exchange of the high

voltage cables, the primary 214Bi emitters, in the latest upgrade of GERDA has the

potential to improve the background index, while the active mass determination

of the IC detectors will be used in the active exposure calculation of the IC

detector dataset. LEGEND plans on using the produced sources as part of the

primary calibration sources of the experiment and the characterised IC detectors

will be employed in the search for the 0νββ decay.
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FIGURE A.2: Inverted coaxial (IC) detector schematics for IC50B (left) and
IC74A (right) with precise dimensions and uncertainties, but varying for all
detectors due to the imperfect nature of the crystal pulling process during
production. The bored holes and grooves however are known to high precision.
The dimensions are in mm.



Appendix B

Pulse Shape Simulation Framework

In the following is explained how Geoextractor operates as part of the PSS

framework. Geoextractor loads the ROOT interpretable file as a TGeoMan-

ager Class Object and searches through the interlaced TGeoNodes and scans

them for TGeoVolumes that match either natural or enriched germanium ma-

terial definitions. The shape of these identified detector volumes and their

position in absolute MaGe space is retrieved, accounting for programmed dead

layer volumes, groove and point contact position, taper, and detector type.

Consequently, Geoextractor is capable of autonomously searching through any

geometry for GERDA or LEGEND.

Depending on the run options, shown in detail in Section B.1, Geoextractor

creates the file output needed for the field simulations and is able to run the

necessary libraries to generate the fields. Next, all the MaGe .ROOT files in the

specified path are merged, the hit locations are transformed to the individual

detector frames and then transferred to the charge carrier movement and charge

induction libraries together with the energy deposition information. This can be

done for all detectors in the .GDML file or for a detector subset with the detset-

tings option, ignoring hits in other detectors for better performance. Moreover,

a new human-readable JavaScript Object Notation (JSON) based geometry de-

scription was developed to remove the definition redundancy when using all the

programs in conjunction. MaGe was modified to replace the original matrix- and

geometry-files and replace them with .JSON files, as described in Section B.1.
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B.1 Geoextractor Workflow

In the following, the general workflow of Geoextractor is described to connect

MaGe simulations to the field and induction simulations of ADL and Siggen. The

installation from github, from the repositories mmilor or mmpmu, in a directory

of choice and the subsequent compile are run through the two commands

git clone git@github.com:mmilor/Geoextractor.git

cd Geoextractor

make

The working directory after installation already contains:

• The .GDML file gdml.gdml, suitable for GERDA Phase II, was created with

the standard geometry- and matrix-files before the insertion of the IC

detectors.

• The detsettings.txt file that contains additional information about the GERDA

Phase II detectors. Any upgrade with addition channels, change of HV,

etc., means that this file needs to be edited, but Geoextractor does not need

to be recompiled.

The geometry and detector files for MaGe were changed to a new standardised

.JSON formatting to be human-readable and consistent, e.g. for GD32C the part

of the geometry-file is listed as

"42": {

"bulk -material ": "EnrichedGe",

"cone": {

"height -mm": 5.5,

"position ": "top",

"radius -mm": 30

},

"dead -layer": {

"bottom -thickness -nm": 910000 ,

"inner -thickness -nm": 590,

"material ": "EnrichedGe",

"outer -thickness -nm": 910000 ,

"top -thickness -nm": 910000

},
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"geometry -type": 5,

"groove ": {

"depth -mm": 2,

"inner -radius -mm": 7.5,

"outer -radius -mm": 10.5,

"position ": "bottom"

},

"height -mm": 24.9,

"id": 42,

"name": "GD32A",

"passivation -layer": {

"material ": "EnrichedGe",

"thickness -nm": 1000

},

"radius -mm": 33.13

}

The strings preceding the parameters are self-explanatory, including units, mul-

tiple parameters for the Dead Layer, and material. Only the strings geometry

type is a reference to the Geant4 internally coded detector geometries. This is

a big improvement from the original .dat files, which were exceedingly hard

to edit. The positioning inside MaGe however still needs to be extracted and

transformed with Geoextractor. The default MaGe input files are usually enough

for the GERDA Phase II geometry. If a different arrangement of geometry- and

matrix-file is desired, a new .GDML file can be produced by changing only three

lines in gdmlextractor.mac to the desired new file names by

(...)

/MG/geometry/detector/geometryfile geometryfilename.json

/MG/geometry/detector/matrixfile matrixfilename.json

(...)

/MG/geometry/GDML/outputName extractedgdml

Then MaGe needs to be run with the macro. The edited gdmlextractor.mac file

can, for example, be copied to the MaGe path and executed from there through

cd /path/to/MaGe

./MaGe gdmlextractor.mac

This produces, depending on how the macro was edited, the file extractedg-

dml.gdml in the MaGe folder. Geoextractor can link to the .gdml file with the
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command: -g, –gdml PATH. Another possibility is to rename the default file in

the Geoextractor folder and copy and rename your new .GDML file to defaultg-

dml.gdml to automatically use this file without needing any options. Geoextractor

can be run not only as a compiled standalone, but also directly as a CINT ROOT

program. This helps in visually checking the .GDML file by using ROOT CINT

with a BASH terminal and the command

root Geoextractor.cxx +(1)

An example of the visualisation of an extracted .GDML file is depicted in Fig-

ure 5.2. To use CINT also for the transformations, the shell variable $MC_DIR

should be set to the directory of the .ROOT files, produced in MaGe, from which

the hits should be extracted. This is done by

cd /path/to/MCSimulations

export MC_DIR=$(pwd)

cd /path/to/Geoextractor

It should be kept in mind that the files need to be simulated in MaGe with the

same set of detector- and matrix-file configuration as the .GDML file itself. When

in the Geoextractor directory, the program will be executed by simply evoking

root Geoextractor.cxx

In this configuration, Geoextractor will use default options and input files.

In compiled standalone mode, the options when running Geoextractor are as

follows:

• -m, --mcdir PATH: Specify input path for ROOT files to be merged and

used for extraction. Default: $MC_DIR shell variable.

• -a, --adl PATH: Specify output path for ADL files. Default: ./Output/adl

• -s, --siggen PATH: Specify output path for Siggen files. Default: ./Out-

put/siggen

• -j, --json PATH: Specify output path for JSON files. Default: ./Output/json

• -f, --fields PATH: Specify output path for simulated fields with -a or -s

specified library. Default: ./Output/fields

• -g, --gdml PATH: Specify path to GDML file. Default: ./defaultgdml.gdml
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• -d, --detsettings PATH: Specify path to Detector Settings file. Default:

./detsettings.txt

• -x, --maxhits INT: Limit amount of hits per detector to be extracted and

written to file to a fixed number. Default: no limit.

• -v, --vishits STRING: Visualise hit extraction with condition set by STRING.

Example to show only events in detector 33: --v hits_iddet==33

• -n, --nohits: Skip all hit extraction, only extract geometry.

• -c, --checkgdml: Visualise .GDML file with OGL drivers. Best to use: root

Geoextractor.cxx+(1)

• -h, --help: Show help message.

To extract only the geometries without any hits, use the command:

./ Geoextractor --nohits

In order to extract hits out of .ROOT files, the directory of the files needs to be

specified with either of the two options in order of priority:

• Via option: -m,–mcdir PATH

• Via shell variable $MC_DIR pointing to the directory

Using Geoextractor in conjunction with ADL 4 then allows the production of

Tier1 output files. After downloading and installing ADL 4 through

git clone git@github.com:mppmu/ADL4.git

cd ADL4

make

Pulses are simulated after the necessary field simulations through Geoextractor

by using

./ SimulatePulse

This loops 1000 events, producing Tier1 output file of simulated pulse shapes.

The Tier1 output can be run through the identical analysis chain as the data.

Then the commands to start GELATIO to produce Tier2 files is as follows

sh LaunchExecModuleIni.sh Tier1.root

The workflow can then be enhanced through job scripts in the ADL4 folder to

produce automatically a large quantity of PSS Tier1 files.
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B.2 ADL

The AGATA Detector simulation Library (ADL) is an existing software that was

adapted for GERDA as ADL 3 [93].The program itself is C based and comprised

of a library part capable to compute electric and weighting potentials, as well

as electric fields for a specific detector geometry save them to .pa files. This

dedicated file format stores the fields numerically in a gridsize up to a spe-

cified granularity. In the frame of this work, a gridsize of 0.01 mm was used

consistently.



Appendix C

Production Timeline of the 228Th

Calibration Sources

The Timeline of the full production organisation is given in the Table starting

from the next page.
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Date Event

March 2017 Start to contact Eckert & Ziegler directly.
Responsible person travelling for business.

March 2017 Asked meteorological institute for leak test
quote. Received it two weeks later.

April 2017 E&Z claims they are only allowed to deal
through Imatom with Swiss customers.

April 2017 Promise of Imatom to send quote.

May 2017 Imatom claim there are even more new legal
conditions by E&Z, so it will take them even
more time for the quote.

June 2017 Imatom have finished the legalities and want
some additional details of the source logistics
route.

July 2017 Imatom sends the first quote

July 2017 Contacted Dr. Klaus Eberhardt from Mainz
and Dr. Robert Eichler from PSI for source
production work. Agreement and details
being worked out.

August 2017 Additional details need to be worked out
which need to be added to the Imatom quote.

September 2017 Gold foil arrives in Mainz.

September 2017 E&Z prepare legal documents. Signing of
several of them.

October 2017 E&Z wants legal documents changed.

October 2017 Asked Giovanni what took longest in last
source production in order to accelerate
current source production by removing
possible bottlenecks. Meteorological institute
turned out to take a very long time.

November 2017 During GERDA meeting, discussion with
Bernhard if sources could be tested in
Heidelberg instead of meteorological institute
to accelerate source production. Come to
agreement that it is possible and accepted by
LNGS.

November 2017 Contact E&Z about changing of logistics route.
Imatom has to change quote.

November 2017 E&Z want even more legal documents not
previously announced and change of
receiving person specifically in Italy. Turns
out in discussion involving Matthias
Laubenstein as well, that it really needs to be
the director of LNGS.

December 2017 - January 2018 Organisation of these signatures and
documents of the LNGS director and other
responsible people by Matthias Laubenstein.

TABLE C.1: Timeline for the production and characterisation of the 228Th calib-
ration sources for GERDA.
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Date Event

February 2018 E&Z writes they are satisfied and start
producing the Th solution.

February 2018 Organisation of Heidelberg testing with
Bernhard und Jochen Schreiner after
encapsulation.

March 2018 Confirmation that Heidelberg tests can be
done and that paperwork is finished.

March 2018 E&Z write they have produced the Th
solution and can send it to Mainz.

June 2018 First opportunity after solution arrival that
worked for Dr. Robert Eichler and Dr. Klaus
Eberhardt to be able to have facility space,
facility availability and both can be present to
work on the Th deposition in the gold foil.

19. June 2018 Finished work on gold foil deposition. Wrote
E&Z that they can transport it to
Braunschweig for encapsulation.

26. Juli 2018 E&Z finish encapsulation

31. Juli 2018 E&Z send encapsulated sources to Heidelberg

01. August 2018 Arrival of the encapsulated surces in
Heidelberg

03. August 2018 Holiday season at MPIK Heidelberg; Tests
delayed until September

17. September 2018 Jochen Schreiner starts with the Tests; due to
high security measures estimates 3 weeks
necessary

3. October 2018 Jochen Schreiner has finished the tests: 1
source failed the test due to welding

3. October 2018 Organisation with E&Z to retrieve the sources
from MPIK and send 3 to LNGS, 1 to E&Z

October 2018 Further documentation needed by E&Z for
transportation

8. November 2018 3 sources arrive at LNGS with Matthias
Laubenstein

14. November 2018 Paperwork in person at LNGS to register
source and transport sources underground

15.-20. November 2018 Underground work with sources in Gator:
Gator activity measurements and LiI
measurements

16.-18. January 2019 Installation of new sources into GERDA

TABLE C.2: Timeline for the production and characterisation of the 228Th calib-
ration sources for GERDA.
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