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A B S T R A C T

Neutrino mass is the sole experimental evidence of physics beyond the
Standard Model of particle physics. The quest for understanding the mecha-
nism by which neutrinos gain mass drives the search for neutrinoless double
beta (0νββ) decay, a process that would indicate a Majorana mass term as the
origin for the tiny neutrino masses. The potential of 0νββ decay to distinguish
between normal and inverted neutrino mass orderings further highlights its
significance and emphasizes the necessity of accurately calculating the nuclear
matrix elements (NMEs) necessary to translate the experimental observable
of the decay half-life (T0ν

1/2) to the effective Majorana mass (mββ).
In this context, this thesis presents advancements in 0νββ-decay search

with Gerda and Legend, alongside ordinary muon capture (OMC) measure-
ments conducted by Monument, intended to reduce uncertainties in NME
calculations for 0νββ decay.

Gerda, a pioneering experiment in probing 0νββ decay of 76Ge with high-
purity germanium (HPGe) detectors, concluded its Phase II data taking after
accumulating over 100 kg.yr of data. Operating in liquid argon (LAr), Gerda

achieved the lowest background index in the field, setting stringent constraints
on T0ν

1/2. In this work, the characterization of background rates during Phase
II was conducted, providing essential information regarding its background
uniformity.

Building upon Gerda, Legend-200 similarly employs arrays of HPGe de-
tectors immersed in LAr and surrounded by an instrumentation system that
collects LAr scintillation light. This LAr system proved itself very effective in
vetoeing background events in Gerda, playing a major role in obtaining the
remarkably low background index. To facilitate the collection and detection of
scintillation light resulting from radioactive decays in LAr, wavelength shift-
ing materials such as tetraphenyl butadiene (TPB) are employed to convert
128 nm scintillation light into visible wavelengths.

While Gerda also incorporated wavelength shifters, Legend-200 introduced
a novel feature surrounding the HPGe detector arrays: a wavelength-shifting
reflector (WLSR) composed of Tetratex® (TTX) reflective film coated with TPB.
Designed with the primary goal of enhancing light collection efficiency, this
WLSR contributes to improving background suppression achieved with the
LAr instrumentation.

Crucial efforts in attaining this enhancement compose a central part of this
work, which included the WLSR design followed by the successful coating
of 13 m2 of TTX with TPB. A sample extracted from the resulting WLSR was
characterized with microscopy and in LAr. The coating demonstrated satis-
factory uniformity, with an estimated quantum efficiency of approximately
85% at LAr temperatures.
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For even larger surfaces, the complexity of TPB coating presents a challenge,
prompting the need for scalable alternatives, such as the plastic wavelength
shifter polyethylene naphthalate (PEN). This alternative is particularly relevant
for the forthcoming Legend-1000 experiment, which aims to escalate the
deployment of HPGe detectors from 200 kg (as in Legend-200) to 1000 kg,
necessitating extensive WLSR coverage. While the optimization of PEN-based
WLSR is still an ongoing effort, this work demonstrates its potential and
identifies opportunities for enhancing its light yield, including the reduction
of effective light absorption within the PEN-based WLSR combinations and
tackling challenges posed by the installation of thin films.

Within the context of the Monument experiment, OMC was measured
in 76Se and 136Ba, with the goal of providing OMC rates for refining the
calculations of NMEs associated with the 0νββ decay of 76Ge and 136Xe –
the leading isotopes in the field. This work primarily focused on analyzing
OMC in 136Ba, identifying over one hundred γ and x-ray emission lines in the
measured energy spectrum, thereby laying the foundation for obtaining the
OMC rates required to refine the relevant NME calculations.

Beyond the scope of 0νββ decay research, this thesis explored the potential
of crystals read out by light-sheet fluorescence microscopy (LSFM) as passive
particle detectors. This work was performed in the context of Paleoccene,
which is based on the utilization of color centers (CC) as potential indicators of
nuclear recoils induced by dark matter and coherent elastic neutrino-nucleus
scattering (CEvNS). This thesis presents the first measurements utilizing state-
of-the-art LSFM microscopes to read out radiation-induced CCs in transparent
crystals, demonstrating the feasibility of CC imaging with LSFM, a pivotal
component of the Paleoccene concept.



P R E FA C E

This thesis consists of five parts, all dedicated to exploring neutrino properties
via 0νββ decay or their direct detection via coherent elastic scattering with
nuclei. The thesis discusses many experiments dedicated to these two topics,
namely Gerda, Legend, Monument, and Paleoccene, all of which I have
actively participated in during my PhD journey.

Part I (Chapters 1 to 3) introduces the theory and current experimental
status of the search for 0νββ decay. It highlights the elusiveness of this
decay and the role of effective background suppression, which is a key focus
of this work. Additionally, Part I discusses the uncertainties in nuclear
matrix elements for 0νββ decay and provides the theoretical foundations for
measurements aimed at refining the calculations of these elements, which are
the focus of Monument.

Part II (Chapters 4 to 6) focuses on experimental aspects relevant to
Gerda and Legend, along with overall considerations affecting the data
from all discussed experiments. Chapter 4 examines sources of background.
Chapter 5 describes the properties of liquid argon (LAr) and the use of wave-
length shifters to facilitate the detection of its scintillation light. Chapter 6

provides an overview of high-purity germanium (HPGe) detectors, which are
employed not only in Gerda and Legend but also in Monument and in the
γ spectrometry facility Gator used for radiopurity assays. This chapter covers
the experimental approach common for both Gerda and Legend, including
the background suppression performed through the LAr instrumentation.

Part III (Chapters 7 to 11) is dedicated to the search for 0νββ decay with
Gerda and Legend. These chapters are presented in an chronological order,
corresponding to the transition from Gerda to Legend and my related contri-
butions. At the time Gerda resumed data-taking, by the end of 2019, I became
a collaboration member and contributed to the characterization of Gerda’s
legacy data. Chapter 7 details my specific contributions and presents the
results obtained from this data, including the (by then) record-setting lower
limit on the half-life of 0νββ decay and the remarkably low background index
achieved. These results were published in Phys. Rev. Lett. 125(25), 2020 [1].

During the same period, I joined the R&D work for Legend, which was
entering its construction phase. My focus for Legend was on improving
background suppression achieved through the LAr instrumentation, by intro-
ducing wavelength-shifting reflectors (WLSR). This work, spanning Chapters
8 to 11, was carried out during the entire duration of my PhD.

Chapter 8 provides an overview of Legend and the principle behind the
WLSR. Chapter 9 details the R&D of the WLSR for Legend-200, including
the radiopurity assay of materials using Gator. The analyses, simulations,
and the updated baseline analysis methods I conducted or developed for
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samples measured with Gator are summarized in Appendix A, in addition to
a publication in the J. Inst. 17(08), 2022 [2].

Chapter 10 focuses on the in-situ evaporation for the Legend-200 WLSR,
detailing my contributions in the R&D and construction of the evaporation
system. I carried out the described work in collaboration with the electronic
and mechanical workshops, and assistance from Yannick Müller.

Chapter 11 describes the characterization of the in-situ evaporated WLSR,
along with a subsequent campaign dedicated to the R&D of WLSR for Legend-
1000. During the LAr measurements of the first campaign, I collaborated with
MSc student Vera Wu, where I played the role of planning the measurements,
conducting simulations, assisting with experimental setup operation, super-
vising her work, and performing analysis cross-checks. Vera Wu conducted
the primary analysis of the LAr data, which is part of her MSc thesis [3] and
is not covered in this thesis. Instead, I describe the data analysis I performed
for the second campaign. This campaign involved the collaboration of Dr.
Pin-Jung Chiu and PhD students from other institutions, who, alongside me,
assembled and operated the setup.

The results obtained from the measurements and simulations of the first
campaign were published in the Eur. Phys. J. C 82(5), 2022 [4]. As the first
author of that publication, certain sections of the text I authored for the paper
are reproduced in Chapters 9 and 11.

Part IV (Chapter 12) shifts the focus to the study of ordinary muon capture
(OMC) with Monument. In this chapter, I describe the experimental setup
and the data analysis I performed, focusing on the identification of γ and
x-ray lines following OMC in 136Ba. This work represents the first steps
towards obtaining partial and total OMC rates that can serve as inputs in the
calculation of NMEs for the 0νββ decay of 136Xe.

Part V (Chapter 13) describes Paleoccene, which focuses on nuclear re-
actor neutrino detection rather than the search for ‘neutrinoless’ processes.
Although distinct from the 0νββ research, this project shares a common thread
with the investigation of fluorescence in wavelength shifters, as fluorescence is
the signal observed from passive Paleoccene detectors. This chapter stands
as self-contained, including introduction, results, and conclusion. Certain
sections of this text resemble my contributions to [5], published in Phys. of the
Dark Univ. 41, 2023, and to [6] submitted to Nat. Comm. The latter involved
collaboration with MSc student Valentino Aerne, where I took charge of
planning and executing the measurements while supervising his data analysis.
The results from his analysis are part of his MSc thesis and are not covered
within this thesis.

The concluding Chapter 14 summarizes the work presented throughout
this thesis. Unless specified, all plots and schematics are authored by me.
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PART I

THEORY & EXPERIMENTAL STATUS
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“About 100 billion neutrinos pass through an average fingernail every
second. They pass through the Earth as if it weren’t there, and the

atoms in the human body capture a neutrino about every seventy years,
or once in a lifetime. As we will see, neutrinos captured me early in my

career.”

– A quote by Raymond Davis, extracted from his Nobel lecture [7].



1
N E U T R I N O S & P H Y S I C S B E Y O N D T H E S TA N D A R D
M O D E L O F PA RT I C L E P H Y S I C S

1.1 brief historical overview

Neutrinos have been at the center of numerous enigmas in particle physics.
The postulation of neutrinos by Pauli in 1930 came as a “desperate remedy
to save the law of energy conservation” [8]. Addressing his fellow physicists
at a conference, whom he humorously referred to as “radioactive ladies
and gentlemen”, he explained that the emission of a neutral light particle
along with the electron in a nuclear beta decay could solve the long-standing
problem of the continuous energy spectrum of the electron. While the summed
energy from the electron and neutral particle remains constant (the Q-value
of the decay), the charge-neutral particle could carry momentum, causing
the broad energy spectrum of the electron. This particle was later named
‘neutrino’ by E. Fermi, who also provided the theoretical framework for beta
decay processes [9].

The proof neutrinos existed only came a few decades later, in 1956, when
Reines and Cowan detected antineutrinos from a nuclear reactor at Savannah
River [10]. Ten years later, neutrinos were part of yet another conundrum: the
solar electron neutrino flux measured by Raymond Davis and collaborators
at the Homestake mine did not agree with predictions by the standard solar
model. The measured flux was only a third of the predicted value: either the
solar model was wrong, or neutrinos could change their flavor via oscillations
[11]. This flavor oscillation had been theorized by Pontecorvo years before
[12–14] and implies that neutrinos have mass.

The oscillation hypothesis was however difficult to test and the final proof
took decades to come. Probing neutrinos is challenging because of their
‘difficult-to-catch’ nature: neutrinos have no electric charge, and do not partic-
ipate in strong interaction. They only interact (and can thus be detected) via
gravity or weak interaction. The proof that neutrinos oscillate was achieved
around the turn of the millennium when the Super-Kamiokande and the
SNO experiments measured oscillations from atmospheric and solar neutri-
nos [15, 16]. The confirmation of neutrino mass led to another puzzle: the
Standard Model (SM) of particle physics lacked a compelling mechanism for
generating their mass. In this chapter, we discuss the current status of the SM,
the unsolved riddle of neutrino mass, and its solution in the case neutrinos
have a Majorana mass component. We will also discuss the relation of these
subjects to the matter-antimatter asymmetry of the universe.
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1.2 the standard model of particle physics

When Pauli proposed the existence of neutrinos, he initially dubbed them
‘neutrons’, given that neutral nucleons – the actual neutrons – had not been
discovered at the time. This changed in the 1930s: when the palette of
known particles expanded to include neutrons, positrons, and muons. While
positrons had been predicted by Dirac’s wave equation in the late 1920s, the
first observation of muons was unexpected, prompting the question “Who
ordered that?” [17].

As more particles were discovered, a theoretical framework was needed
to understand the growing ‘zoo’ of particles. This led to the development of
the Standard Model (SM) of particle physics, a theory of particles and fields,
which describes three out of the known four forces and classifies the most
elementary particles as depicted in Figure 1.1.
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Figure 1.1: Elementary particles of the SM. Adapted from [18].

In the SM, spin 1/2 particles are classified into quarks and leptons of three
generations. The first generation of these particles corresponds to what we
call ‘ordinary matter’, given that they make up matter which is stable. Bosons
with spin 1 are the carriers of the forces that act upon fermions (particles with
half-integer spins). The SM includes the strong force (mediated by massless
gluons), the electromagnetic force (mediated by massless photons), and the
weak force, mediated by the massive W and Z bosons1. Only the W bosons
have electric charge. The Higgs boson has neither charge nor color. Particles
however interact with it via the Higgs field.

1 The SM does not include gravity.
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The interaction with the Higgs field is precisely what gives particles2 their
mass, according to the SM, as depicted in Figure 1.2. The absolute mass value
is proportional to the coupling strength, and particles that do not interact
with the Higgs field have no mass as a result. This is the case for photons
and gluons. The neutrino case is yet unsolved: while the SM initially did
not predict the interaction of neutrinos with the Higgs field, neutrinos were
proved to have tiny masses [8, 16, 19]. These masses are much lower than the
MeV to TeV mass scale of most elementary particles, as shown in Figure 1.2
(d).
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Figure 1.2: Schematic of particles in vacuum, interacting (or not) with the Higgs
boson and acquiring mass (or not) as a result. The handedness of the particles
changes after the interaction. In (a), the SM picture is shown: neutrinos are always
left-handed and do not have mass. In (b) and (c), extensions of the SM are shown,
where neutrinos have a Dirac or a Majorana nature. In (d), the scale of neutrino mass
is shown compared to the masses of other elementary particles. Figures modified
from [8].

The smallness of these masses is the reason why the SM falls short in
generating neutrino masses: an unnaturally weak coupling to the Higgs field
would be required to result in very light neutrinos. To address this neutrino
mass issue, beyond Standard Model (BSM) theories have been proposed. Some
of them are discussed in the next section.

1.3 neutrino mass : dirac vs . majorana

Theories and mechanisms to generate neutrino mass are BSM physics [19].
In this section, we discuss two possible mass generation frameworks: i)
neutrinos are Dirac fermions and acquire mass similarly to other SM particles;
ii) neutrinos are their own anti-particle3 and their mass is explained via the
see-saw mechanism, which arises with the incorporation of a Majorana mass
term [20]. Both cases introduce a right-handed neutrino, and in either theory,
the concept of handedness (or helicity) plays a key role.

2 As well as antiparticles, which are also included in the SM.
3 This means that their current classification and detection as particles (ν) and antiparticles (ν̄)

simply correspond to different helicity states.
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Helicity is related to the projection of the spin vector on the direction of the
particle’s motion: particles with positive (negative) helicity are right-handed
(left-handed). For massless particles, helicity is equivalent to chirality, an
intrinsic (Lorentz invariant) property of particles that is related to the weak
charge [21, 22]. Only left-handed particles participate in the weak interaction,
which is chiral (not symmetric under parity transformation), as demonstrated
by Wu’s experiment in 1957

4 [24].
For massive particles, helicity is not an intrinsic particle property: it depends

on the frame of reference. In the SM, massive particles acquire their mass via
interactions with the Higgs field and have their helicity changed as a result
(as shown in Figure 1.2). The interaction of fermions with the Higgs scalar
doublet Φ is given via the Yukawa coupling Yl of the left and right-handed
fermion components (LL and ER) with Φ:

−LYukawa,lep = Yℓ L̄ℓ
LϕEℓ

R + h.c., (1.1)

where L̄L is the left-handed lepton doublet, ER is the right-handed lepton
field (a singlet), and ℓ corresponds to the lepton flavor (e, µ, τ) [19]. The
particle masses result from spontaneous electroweak symmetry breaking and
are proportional to the coupling strength and the vacuum expectation value
of the Higgs field (v):

mℓ = Yℓ v√
2

. (1.2)

While no right-handed field of neutrinos is included in the SM, one can
incorporate the component νR in addition to the left-handed νL [8, 19, 20]. The
handedness change after the interaction with the Higgs field is exemplified in
Figure 1.2 (b), and the resulting Dirac mass (mD) is obtained analogously to
Equation 1.1 and Equation 1.2:

−LD = mDν̄LνR + h.c., (1.3)

mD = Yν v√
2

. (1.4)

Obtaining the observed tiny masses via this mechanism however requires
unnaturally small coupling strengths. The Majorana hypothesis can solve this
problem. In this case, we can apply a charge conjugation operation to νL. The
resulting field, νC

L , takes the place of the right-handed component, leading to
the left-handed Majorana mass term [20, 25]:

−LM’ =
1
2

m′ν̄LνC
L + h.c. (1.5)

A Majorana mass term and the assumption of particle-anti-particle equiva-
lence, can only be applied to neutrinos, as they do not have electric charge.

4 and further confirmed by the Goldhaber’s experiment, which showed that neutrinos are
left-handed [23].
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While a left-handed Majorana mass term does not require adding right-handed
fields, it violates gauge invariance [25, 26]. But once the right-handed singlet
has been introduced (Equation 1.3), we can preserve gauge invariance without
further compromise. We then obtain a general neutrino mass with both Dirac
and Majorana contributions [20, 25, 26]:

−LM+D =
1
2

m′ν̄LνC
L + mDν̄LνR +

1
2

Mν̄C
RνR + h.c.

=
1
2

nLMM+Dnc
L + h.c. (1.6)

with MM+D =

(
m′ mD
mD M

)
, nL =

(
νL
νc

R

)
, and m′ = 0, (1.7)

where the gauge invariance is preserved by setting m’ to zero. The Majorana
mass term leads to the Majorana mass M, which can take large values, as it
is not constrained by interactions with the Higgs field [8]. In this scenario,
neutrinos interact with the Higgs field as shown in Figure 1.2 (c): first, a Dirac
mass is generated via interactions with the Higgs field; then, a heavy neutrino
partner is created for a very brief time, suppressed by the large M [8]. This
results in the see-saw mechanism: the mass of neutrinos observed over time
is so small due to the heavy mass of the right-handed neutrino5 [8]. In this
case, the Yukawa coupling strength is similar to those from other fermions,
and the masses of the ‘light’ and ‘heavy’ Majorana neutrinos are [25]:

mlight ≈
m2

D
M

, mheavy ≈ M, and mD ≪ M, (1.8)

where M is O(1014 GeV) so that mlight results in sub-eV masses, considering
mD of the order of the electroweak scale (100 GeV) [28]. The heavy neutrino
partner is dubbed sterile as it does not interact via the weak force. Its lack
of interaction would explain why right-handed neutrinos were not observed
so far. Furthermore, the right-handed Majorana mass term allows for ν ↔ ν̄
mixing, which violates lepton-number [20,25]. This could possibly explain the
asymmetry between matter and antimatter in the universe, which is discussed
in the next section.

5 There are many types of see-saw mechanisms. The one described here, and discussed
throughout this thesis, is called ‘type-I’ [25, 27].
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“Do we all descend from neutrinos?” [27]

1.4 matter-antimatter asymmetry in the universe

It is believed that equal amounts of matter and antimatter originated in the
Big Bang. According to the current understanding of symmetries in the
SM, particle creation and annihilation would naturally occur in a balanced
manner [28]. However, the Universe is matter dominated. As such, there
should be a BSM mechanism that produces more matter than antimatter. A
lepton-number (L) violating process, such as the Majorana mass of neutrinos,
could be the key to solving this problem.

The understanding of particle interactions is strongly based on symmetries.
Although L is an accidental symmetry in the SM6 [29], no process has ever been
observed to violate it: the difference in the number of leptons in elementary
particle reactions has never deviated from zero (∆L = 0) [27].

By searching for symmetry-breaking processes, scientists have been trying
to understand the genesis of the surplus of baryonic matter. Three essential
processes are required to account for it: i) violation of baryon (B) number; ii)
violations of charge symmetry and charge-parity (CP) symmetry; iii) interac-
tions out of thermal equilibrium.

Although not explicitly included in the Sakharov conditions mentioned
above, L-violation could induce B-violation via leptogenesis, provided that
CP-violation and out-of-equilibrium reactions are also present, as outlined
above [29]. Specifically, lepton asymmetries originating from the potential
decay of heavy neutrinos involving CP-violating phases in the early universe
could transmute into baryon asymmetry via sphaleron processes [28].

A crucial element in leptogenesis is L-violation. In the specific above-
mentioned scenario, the existence of heavy neutrinos would further provide a
candidate for a decay that could have occurred out of equilibrium (since at a
certain point, the inverse decay process becomes energetically forbidden).

Testing the conservation of L would thus provide an answer whether this is
a fundamental symmetry of nature. The most sensitive probe of L-violation,
which simultaneously hints at the existence of heavy right-handed neutrinos,
is 0νββ decay [29].

Hence, a central objective of investigating 0νββ decay is to provide insights
into whether Majorana neutrinos could explain the matter excess in the
universe. That is, “Could neutrinos be the underlying reason for the presence
of matter in the universe?” Another way to frame this question is: “Do we
trace our origins back to neutrinos?”. A profound question comparable to the
well-known “Are we all stardust?” [27]. Shedding light on this open problem
through the search for the ‘matter-creating’ process of 0νββ decay is an active
area of research in elementary physics [30] and one of the main focuses of
this thesis.

6 This also applies to baryon number, but both can be violated at the perturbative level, with
only B − L being conserved in the SM [29].
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2
N E U T R I N O L E S S D O U B L E B E TA ( 0 ν β β ) D E C AY

A 0νββ decay is a process that could occur in double-beta (2νββ) decay
isotopes if neutrinos are Majorana particles. In this case, the number of
antineutrinos emitted in a double beta decay has a certain probability of being
zero. The amplitude of this probability is related to that of the ‘helicity flip’
of the Majorana neutrinos involved in the process. This can be seen as a
ν̄ ↔ ν mixing, which leads to the neutrino exchange schematically shown in
Figure 2.1. No antineutrinos are emitted as a result, and L-violation occurs:

2νββ : (A, Z) → (A, Z + 2) + 2e− + 2ν̄e, ∆L = 0

0νββ : (A, Z) → (A, Z + 2) + 2e−, ∆L = +2. (2.1)

d u

d u

W−

W−

e-

e-

ν̄e

ν̄e

d u

d u

W−

W−

ν=ν̄

e-

e-

0 0.2 0.4 0.6 0.8 1
] 

ββ
Energy [E / Q

E
ve

nt
s

Figure 2.1: Top: Feynman Diagrams of 2νββ and 0νββ decays, based on [29, 31]. In
2νββ, two neutrons in a nucleus decay into two protons, two antineutrinos, and
two electrons. In 0νββ, virtual light (≲10 MeV) Majorana neutrinos are exchanged1,
resulting in no neutrino emission. Bottom: Continuous energy spectrum of the two
electrons emitted in a 2νββ decay, where electrons share the energy with neutrinos,
and the hypothetical 0νββ-decay peak at the Q-value, for an energy resolution (σ/E)
of 0.2% at Qββ. The calculation for the continuous spectrum is based on [31].
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The electrons emitted in the 0νββ decay take the full energy of the decay and
produce a peak at Qββ, the endpoint of the 2νββ-decay spectrum, as shown
in Figure 2.1. Besides shedding light on the origin of the matter-antimatter
asymmetry of the universe, an observation of 0νββ decay could serve as a
measure of the neutrino absolute mass scale, since its effective Majorana mass
(mββ) is related to the neutrino mass eigenstates2 mi [27]:

mββ =

∣∣∣∣∣ ∑
i=1,2,3

∣∣∣U2
ei

∣∣∣ eiαi mi

∣∣∣∣∣ , (2.2)

where Uei represent the neutrino mixing elements3 and eiαi the Majorana
phases. The individual masses of neutrinos are not known, and oscillation
experiments only measure the squared difference of the masses. The ordering
of the mass eigenstates mi is also not yet determined. In the normal ordering
(NO), m3 is the heaviest, while in the inverted ordering (IO), m3 is the lightest.
The different ordering scenarios result in two bands of the parameter space
relating the mββ mass to the lightest neutrino mass [29], as shown in Figure 2.2.
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76  

Mo

100  

 (1)

Xe

136  

 (2)

Xe

136  
3−

10

2−10

1−10

1

completed:

running:

planned:

GERDA, CUPID-Mo, 

LEGEND-200,

LEGEND-1000, CUPID, 

EXO-200, KLZ-400

KLZ-800

nEXO, KL2Z

(1) Time projection chamber

(2) Liquid scintillator

Figure 2.2: mββ vs. the mass of the lightest neutrino, using the central values of
oscillation parameters from [33] along with their 3σ uncertainties (shaded bands) for
the IO and NO scenarios. The minimum mββ value for the IO region is also indicated.
The width of the bands reflects the uncertainty from the unknown Majorana phases,
which are uniformly varied across all possible values (as in [34]). The overlap region
is where m1 ∼ m2 ∼ m3. On the right side, the excluded or projected sensitivity
values of mββ for selected isotopes and their respective generation of experiments
are displayed (values from [30], discussed in Section 2.2). The uncertainties on these
values derive from the calculation of the 0νββ nuclear transition (Section 2.1).

1 There are other mechanisms that could mediate the 0νββ process [27, 30]. Only the light
neutrino exchange is discussed throughout this thesis.

2 As aforementioned, we discuss here light neutrino exchange as the mechanism dominating
0νββ decay, but note that other BSM physics may result in 0νββ decay with mββ masses that
are too small to relate to the neutrino masses [32].

3 from the Pontecorvo–Maki–Nakagawa–Sakata matrix, which describes neutrino oscillations.
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These regions can be explored by probing mββ via the measurement of the
0νββ-decay half-life (T0ν

1/2). The next sections discuss the sensitivity of 0νββ
experiments in testing these mass regions, the uncertainties associated with it,
and how Gerda, Legend, and Monument advance this research.

2.1 experimental sensitivity & theoretical uncertainties

At the time of its discovery, the 2νββ decay was the rarest process ever
observed [35]. If existent in any form, a 0νββ decay is even rarer, given the
low probability of observing a ‘flipped’ helicity. Current estimates for the
half-lives T0ν

1/2 surpass 1026 years (a value 1016 times greater than the age
of the universe!). To detect this highly elusive decay, experiments strive to
achieve a background free state or to minimize background, while optimizing
the energy resolution (∆E), the detection efficiency (ε), and exposure (Mt).
The interplay between these factors and the sensitivity to probing the half-life
of this process for a given isotope is:

(
T0ν

1/2

)
∝

aεM t background free case,

aε
√

Mt
BI∆E in the presence of background,

(2.3)

where a is the isotopic abundance, M is the target mass, and t is the measuring
time [36]. The background index (BI) is normalized per exposure and to
the width of the region of interest (ROI), which is the energy region around
Qββ. While all 0νββ experiments primarily measure the energy of the emitted
electrons, they significantly vary in the approaches to achieve high sensitivity.
Some focus on large target masses, some on measuring the angular distribu-
tion of emitted electrons [37], and some others prioritize energy resolution.
References [27, 36] provide a comprehensive review of these approaches. A
non-exhaustive summary is presented below:

• Background suppression: passive shielding (deployment deep under-
ground within lead, copper, water, or cryogenic liquid layers); active
vetoing (via the instrumentation of the scintillating medium or water
shields); use of self-vetoing (such as scintillating plastics) or radio-pure
materials (such as electroformed copper, materials with low levels of
cosmic activation obtained from underground, and materials selected
via radiopurity assays); event discrimination (via position reconstruction,
topology, timing); choice of intrinsically radio-pure detector or target
(such as semiconducting crystals) and of isotopes with high Q-value
and long 2νββ-decay half-lives.

• Energy resolution: choice of detectors with intrinsic good energy reso-
lution, usually optimized when 2νββ source and detector are the same.

• Detection efficiency: dense instrumentation of target (e.g., photode-
tectors surrounding a scintillator) or use of source material as detector
medium; minimization of dead-layers or need for fiducialization.
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• Exposure: High isotopic abundance; target availability and cost; ease of
construction.

The 0νββ-decay search experiments discussed in this thesis fulfill most of
the above-mentioned requirements by operating 76Ge-enriched high-purity
germanium (HPGe) crystals immersed in liquid argon (LAr), which serves
as both an active and a passive shield. While not the most scalable approach
due to detector costs and crystal granularity4, HPGe-based experiments have
achieved some of the best results despite smaller target masses [1]. This feat
is attributed to their superior resolution and lowest background indices in the
field [1, 36, 38].

The combination of ∼ 0.1% full width at half maximum (FWHM) resolution
at Qββ with active vetoes, and pulse-shape discrimination, renders this tech-
nique highly effective in mitigating major background sources, such as natural
radioactivity, cosmic rays, and the 2νββ decays. While some experiments rely
on a higher Q-value to avoid background from natural radioactivity associ-
ated with 208Tl and 214Bi decays, accurately distinguishing the 2νββ spectrum
from the expected signal ultimately depends on good energy resolution. This
clear distinction for HPGe detectors is exemplified in Figure 2.3.
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Figure 2.3: Left: Simulated energy spectrum for Legend-1000, for an exposure of
10 ton.yr and 2.5 keV FWHM at Qββ (figure from [39]). In this spectrum, neither
events from 2νββ nor from the nearby 214Bi γ line leak into the signal region. The
0νββ peak, if present, would be clear and sharp, even with only a handful of events.
Right: 3σ discovery sensitivity to 0νββ decay as a function of exposure, considering
aε=70% and various background scenarios, calculated based on [30]. The exposures
and sensitivities achieved (or planned) in Gerda and Legend are indicated, as well
as the range of T0ν

1/2 values corresponding to the minimum mββ value shown in
Figure 2.2.

Figure 2.3 (right) illustrates the background regimes of Equation 2.3 and
the respective discovery sensitivities. At lower exposures, it is relatively

4 It also does not present a large natural abundance. However, only 130Te has natural abundance
over 10% [27].
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easier to achieve a background-free or ‘quasi’5 background-free state. As the
exposure increases, reducing the background is crucial to attaining the desired
sensitivity level. For Legend-200, a modest improvement of BI, relative to
Gerda, can allow for a T0ν

1/2 sensitivity better than 1027 yr.
For the Legend-1000 experiment to achieve a discovery sensitivity that

fully covers the IO scenario, a strict BI lower than 0.01 count/(keV.ton.yr)
is required. Some of the background-suppression techniques crucial for
Legend to achieve the target sensitivities are discussed in this thesis. These
are namely the material selection via HPGe γ-spectroscopy and the R&D and
construction of instrumentation for the LAr system.

This thesis also addresses a critical aspect in determining the 0νββ-decay
discovery sensitivity: the significant theoretical uncertainty in translating mea-
sured T0ν

1/2 values into the effective Majorana mass (mββ). The mββ parameter
is crucial as it directly relates to the absolute scale of neutrino masses and
the different mass ordering scenarios. The uncertainty in the excluded or
projected values of mββ primarily stems from theory, namely from the nuclear
matrix elements (NMEs), M0ν, required to convert measured T0ν

1/2 (or rates
Γ0ν) into mββ:

Γ0ν = (T0ν
1/2)

−1 = G0ν(Qββ, Z)
∣∣∣M0ν

∣∣∣2 m2
ββ

m2
e

, (2.4)

where me is the electron mass, G0ν(Qββ, Z) is the phase space factor, and M0ν

represents the amplitude for the transition probability between the initial and
final states of the mother and daughter nuclei. Given the large number of
nucleon interactions, the calculation of M0ν is a complex many-body problem,
which has no exact solution. Its calculation using first-principle (ab-initio)
methods demands high computational power, which rapidly grows with the
number of nucleons.

The NMEs of the isotopes commonly employed in 0νββ-decay searches
have been thus mostly calculated with phenomenological models, which yield
values that differ by a factor larger than two [39]. This uncertainty directly
impacts the assessment of sensitivity required to cover the inverted mass
ordering, as observed in the images shown on the right of Figures 2.2 and
2.3. Additionally, the uncertainty in NMEs also complicates the comparison
among different isotopes, a topic further discussed in the following section.

2.2 current status of the 0ν β β-decay search

The current lower limits on T0ν
1/2 are at the level of 1026 yr [40]. The most strin-

gent results were obtained by KamLAND-Zen-800 (KLZ-800) with ∼1 ton yr
exposure of 136Xe [41]. Remarkbly, Gerda achieved a similar result despite
having only approximately one-tenth of the exposure, being also the first
0νββ-decay experiment to operate “background-free up to its design expo-
sure” [1].

5 high probability of observing zero background counts in the ROI.
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The success of Gerda can be attributed to the high resolution and purity
of HPGe detectors, the use of ultra-radio-pure materials, and sophisticated
background vetoes and rejection techniques (discussed in Section 6.2). Other
leading results in the search for 0νββ decay have been obtained by experiments
utilizing 100Mo and 130Te isotopes [42, 43]. Figure 2.2 (right) presents some of
these results, including projections from experiments that are transitioning to
or commencing their upscaled versions.

Besides the variety of isotopes, the panorama of 0νββ-decay search involves
various experimental techniques. The SNO+ and CUORE experiments use
130Te as a target, loaded in a scintillating medium or as crystalline bolometers,
respectively [43, 44]. The planned KamLAND2-Zen (KL2Z) and nEXO will
use 136Xe, loaded in a scintillator within a balloon or in liquid within a time-
projection chamber [45, 46]. Legend is the only dedicated experiment using
76Ge targets. Its current phase, Legend-200, aims to achieve a sensitivity to
T0ν

1/2 larger than 1027 yr within five years. With this sensitivity, Legend-200
may start exploring the IO parameter space, as shown in Figure 2.2. Its
successor, Legend-1000, aims for T0ν

1/2 greater than 1028 yr, which is the largest
value targeted by any planned experiment. This is likely to cover the entire
IO region, as evidenced in Figure 2.3 (right).

The nEXO experiment also aims to cover this region, albeit at lower T0ν
1/2

values. That is, the highest T0ν
1/2 values do not directly translate into the best

sensitivity to mββ, which is typically quoted as a range of values (Figure 2.2,
right). The translation to mββ depends on isotopic specific parameters such as
the phase space factor and NMEs (Equation 2.4). The wide range of quoted
mββ values reflects the large uncertainties associated with the NMEs.

The identification of the isotope or future experiment that will achieve the
best sensitivity to mββ thus remains an open question that relies on better
constraints on NMEs. Therefore, the pursuit of 0νββ-decay search with
various isotopes is important, as well as efforts to constrain NMEs. The latter
is explored in this work through ordinary muon capture (OMC), which is
described in the next chapter.
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3
O R D I N A RY M U O N C A P T U R E ( O M C ) F O R 0 ν β β D E C AY

The previous chapter discussed the impact of NMEs on the uncertainty in
determining the effective indicator of new physics, mββ. Since this parameter
is directly related to neutrino masses, a large uncertainty in its value leads
to a poorer understanding of the sensitivity of future 0νββ-decay searches to
covering the different mass ordering scenarios (Figure 2.2). This uncertainty
is primarily driven by the discrepancies of NMEs obtained using different
methods, which, in turn, stems from the lack of experimental inputs needed
to constrain the phenomenological calculation methods.

This chapter discusses OMC as an approach to address this issue by provid-
ing experimental rates of high-lying excited states produced through OMC in
2νββ-decay daughters. Since 0νββ decay is also expected to involve high-lying
excited states (albeit virtual), the OMC rates serve as benchmark inputs for its
NME, helping to reduce its uncertainty and leading to more precise values
for mββ. Before discussing the details of OMC rates, this chapter examines
the rates of 2νββ and 0νββ decays, discussing their similarities, differences,
and associated NMEs, as well as describing their differences regarding the
‘gA quenching’ problem, and how OMC could help in this regard.

3.1 rates & nmes for 2ν β β & 0ν β β decays

We begin with the simpler case, the rate Γ2ν of 2νββ decays, which can be
calculated using Fermi’s Golden Rule:

Γ2ν = (T2ν
1/2)

−1 = G2ν(Qββ, Z)
∣∣∣M2ν

∣∣∣2 , (3.1)

where G2ν(Qββ, Z) is the phase-space factor [47] and M2ν represent the NMEs.
The NMEs are related to the probability amplitude for the transition between
the initial and final states of the mother and daughter nuclei. In a broader
context, matrix elements link a final eigenstate Ψ f resulting from a transition of
the initial eigenstate Ψi to the operators driving the transition. For instance, a
general matrix element M for a transition induced by a Hamiltonian Ĥ, acting
on quantum states as described by the Schrödinger equation, is expressed as:
M =

〈
Ψ f |Ĥ|Ψi

〉
.

We can express the NMEs for 2νββ decay in a similar form. First, we have
to consider that the decay occurs through virtual intermediate states with
angular momentum and parity Jπ = 1+, as schematically shown in Figure 3.1.
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Figure 3.1: Schematic of the 2νββ transition from the ground state 0+ of 76Ge to the
ground state 0+ of the final nucleus 76Se. The transition is described as proceeding
through virtual 1+ states of the intermediate odd-odd nucleus1 and can be divided
into left and right transition branches, each with a set of NMEs M(L/R) [48, 49].
Schematic based on [48, 52].

Consequently, the NMEs M2ν take the form of a summation across the n
intermediate states with energy En participating in the process [47–51]:

M2ν = ∑
n

〈
0+f |T

±
GT|1

+
n

〉 〈
1+n |T±

GT|0
+
i
〉

En(1+n )− [mi + m f ]/2
,

with T±
GT = gA ∑

j
σjτ

±
j ,

(3.2)

where mi( f ) is the mass of the initial (final) nucleus and T±
GT is the one-

body Gamow-Teller (GT) operator, which is the product of the summation
of GT-type spin-isospin operators across all nucleons with the axial coupling
constant gA [49].

Given the proportionality of each NME branch to the coupling gA, as
evidenced in Equation 3.2 and Figure 3.1, we can factor out this coupling2

and express M2ν as:
M2ν ≡ g2

AM(2v)
GT , (3.3)

where M(2v)
GT are the GT matrix elements between initial and final states.

In 0νββ decay, the NMEs M0ν additionally include the Fermi M(0ν)
F , and

Tensor M(0ν)
T components [50]:

M0ν ≡ g2
AM0ν

= g2
A

(
M(0ν)

GT −
(

gV
gA

)2
M(0ν)

F + M(0ν)
T

)
,

(3.4)

1 Given that contributions from forbidden transitions are negligible [49].
2 For simplicity, we will often neglect other coupling terms in this discussion. Details can be

found in [30, 51].
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where gV is the vector coupling constant, and the Tensor operator M(0ν)
T can

be regarded as a second-order correction to M0ν, having thus a negligible
contribution [30, 36]. As the GT component is dominant3 [36, 48], we write
M0ν approximately as:

M0ν ∼ g2
AM(0ν)

GT ,
with

M(0ν)
GT = ∑

Jπ

〈
0+f
∣∣∣O(0ν)

GT (Jπ)
∣∣∣ 0+i

〉
,

O(0ν)
GT (Jπ) = ∑

a,b
H(Jπ )⃗σa · σ⃗bτ+

a τ+
b ,

(3.5)

where the sum goes over all Jπ multipolarity states involved in the transition
and O(0ν)

GT is a two-body transition operator that incorporates all the transition
details, including the potential for each state [48]. With the approximate
proportionality between M0ν and g2

A, the decay rate Γ0ν is approximately
proportional to g4

A. This becomes especially relevant when considering the
impact of potential uncertainties in gA, which will be addressed in this chapter.

In summary, the primary differences between the NMEs (and decay rates)
for 0νββ and 2νββ decays, described by Equations 3.5 and 3.2 (2.4 and 3.1),
are as follows:

• The 0νββ decay entails mββ, a parameter that characterizes the Majorana
nature of neutrinos. In this case, neutrinos are not emitted but virtually
exchanged, as shown in the Feynman diagram of Figure 2.1. This means
that neutrinos act as effective propagators, which are accounted for in
the NMEs of the process.

• The virtual exchange of neutrinos in 0νββ decay results in a large
momentum transfer between the two involved nucleons, ∼100 MeV,
determined by the inverse of the distance between nucleons within the
nucleus [50]. This large momentum transfer can lead to virtual transi-
tions through high-lying (Jπ > 1+) excited states of the intermediate
nucleus. In contrast, 2νββ decay involves transitions only to multipole
states 1

+ [30, 49], leading to the pure Gamow-Teller contribution to
M2ν [47].

• The axial coupling constant gA may exhibit a different value for 0νββ
decay, given its possible dependence on the momentum transfer [36, 50].

In the next section, we discuss the impact of the differences outlined above
in the calculation of NMEs for 0νββ decay and in the determination of gA.

3 Given that Fermi transitions require the total angular momentum to remain unchanged, all
the Fermi strength goes to the isobar analog state in the daughter [51].
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NME calculations & gA quenching

Calculating NMEs for both 0νββ and 2νββ decays is not straightforward, given
the complexity of solving the Schrödinger equation for all nucleons within
the nuclear medium where these decays could occur. Solving this many-body
problem is in fact not analytically possible. Consequently, phenomenological
models that consider only a limited number of states are employed to calculate
NMEs [27, 47]. However, these models rely on experimental benchmarks in
order to yield NMEs that accurately reproduce measured decay rates. This is
especially problematic for 0νββ decay, as no experimental data is available for
the states with multipolarity Jπ larger than 1+ involved in the process.

Various nuclear models are employed for the complex many-body calcu-
lations of NMEs. While a detailed discussion of these methods exceeds the
scope of this thesis4, we distinguish here between the two main approaches:
ab-initio and phenomenological NME calculation methods.

Ab-initio methods rely on ‘first-principles’, describing nuclear interactions
based on the underlying theory of nuclear forces; quantum chromodynam-
ics. In these methods, no average interaction potentials are used. Instead,
interactions among all nucleons are described using bare nucleon-nucleon
and three-nucleon interactions within the framework of chiral effective field
theory [30, 53]. While successful for light and mid-mass nuclei, for which
predictions of β and 2νββ decays agree well with data [30], the computa-
tional power required for ab-initio calculations has long rendered this method
impractical for large nuclei5.

To address these issues, calculations are performed using phenomenological
methods, such as the interacting shell model (ISM), the interacting boson
model (IBM), and quasiparticle random-phase approximation (QRPA) [27,
30, 50]. These methods approximate the interaction among nucleons using
average and residual potentials or other simplified approaches. However,
these methods introduce additional uncertainties and necessitate experimental
inputs to obtain NMEs that accurately predict decay rates. One significant
source of uncertainty arises from their incomplete modeling of nuclear many-
body interactions6. This problem is addressed by quenching the axial coupling
constant gA, which is represented as ge f f

A =q·g f ree
A , where g f ree

A is obtained from
the decay of free neutrons, with a precise value of 1.27 [30, 48].

However, interactions of neutrinos with the decaying nucleons involve
all other nucleons in the nuclear medium. These interactions influence the
charges that couple to the weak interaction, leading to a quenched (q< 1)
value of ge f f

A in nuclei [47].

4 For details, refer to [27, 30, 50].
5 As of writing this thesis, the first ab-initio calculations for the heavy 136Xe and 130Te nuclei

have become available. However, these results are not final, as uncertainties, such as those
from the truncation of calculations, still need further assessment [53].

6 This ‘incompleteness’ stems from limiting the number of eigenstates calculated or missing
interactions and correlations, depending on the specific method employed [27, 50].

18



Recent ab-initio calculations of β decays have addressed the issue of gA
quenching by including previously neglected nuclear effects, such as two-
body meson-exchange currents and additional nuclear correlations [30]. This
indicates that the quenching of gA is only necessary when nuclear medium
effects are not fully considered in the calculations.

However, for many 0νββ-decay candidate isotopes, the behavior of gA
quenching is not yet well-known, given the lack of precise ab-initio calcula-
tions or experimental benchmarks for phenomenological models. Moreover,
phenomenological models often rely on 2νββ data, despite the higher momen-
tum transfers involved in 0νββ decay, which may affect gA [27].

The impact of high momentum transfer extends to the calculation of NMEs,
as shown in Equation 3.5, where all the multipole Jπ intermediate virtual
states involved in the 0νββ decay must be incorporated into the NME sum.
The challenge arises from the lack of knowledge of the individual probabili-
ties of exciting these intermediate states and the uncertainty as to whether
phenomenological methods accurately predict such excitations [50]. Unlike
2νββ and β decays, 0νββ decay has not been measured, thus there is no
experimental data to constrain its NMEs or gA. Hence, methods that help
precisely determining these values are crucial for achieving more accurate
predictions of mββ. This is especially important, considering that gA appears
to the fourth power and the NMEs are squared in the calculations relating the
experimental rates to mββ (Equations 2.4 and 3.5).

In the next section, we discuss OMC as a tool to constrain these values, given
the provided high momentum transfer necessary to probe the high-energy
states of the intermediate odd-odd nucleus.

3.2 omc as a benchmark for nmes

Ordinary muon capture (OMC) by a nucleus in an irradiated target follows
the capture of the muon by an atom, as described below:

1. Muon captured within an atomic orbit: As a muon traverses the tar-
get, it slows down due to interactions with the outer atomic electrons,
eventually coming to a stop, as it is ‘captured’ within a muonic or-
bit, forming a muonic atom. The captured muon then transitions to
lower-energy orbits, emitting X-rays and Auger electrons along the way,
until it reaches the ground state. This process occurs on a timescale of
O(10−13 s) [54]. When the lowest orbit K (1s) is reached, the muonic
wavefunction strongly overlaps with that of the nucleus.

2. Muon captured by the nucleus: The large overlap of nuclear and muonic
wavefunctions enhances the probability of the nucleus capturing the
muon. This capture becomes more likely than the ordinary muon decay,
which has a lifetime of 2.2 µs, while the lifetime for nuclear capture is
O(100 ns) [54]. The capture process results in a proton transforming
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into a neutron inside the nucleus through the charged current weak
interaction, as described by Equation 3.6 and shown in Figure 3.2.

µ− + p → n + νµ. (3.6)

p

W+

n

νμμ−

Figure 3.2: Feynman diagram of a muon capture: A proton in the nucleus transforms
into a neutron, emitting a neutrino.

If no γ ray is directly emitted in this process, the capture is referred to as
non-radiative muon capture, or ordinary muon capture (OMC). The reaction
often results in the excitation of the odd-odd daughter nucleus to a Jπ state:

µ− +A
Z X(0+) →A

Z−1 Y∗(Jπ) + νµ,

where 0+ is the ground state of the even-even parent isotope [55]. The amount
of energy transferred into the nuclear excitation following OMC depends on
the energy taken by νµ [54]. The total available energy for nuclear excitation is
approximately limited by the mass of the muon (∼100 MeV). The probability
of exciting the nucleus A

Z−1Y is further restricted by the concurrent, more often,
reaction of n = 1, 2, 3 (or larger) neutron emission, resulting in A−n

Z−1 Y [56].
However, a significant fraction of OMC results in the formation of A

Z−1Y∗ at
high excited levels, providing an opportunity to study high excited states of
isotopes of interest, such as the virtual intermediate odd-odd A

Z−1Y∗ isotopes
involved in 0νββ decay, schematically illustrated in Figure 3.3.

Table 3.1: Examples of 2νββ daughter isotopes A
Z X used as OMC targets to study the

states A
Z−1Y∗(Jπ).

Daughter A
Z X odd-odd A

Z−1Y 2νββ parent A
Z−2W

136Ba 136Cs 136Xe
76Se 76As 76Ge
130Xe 130I 130Te
48Ti 48Sc 48Ca

The exact experimental method to measure OMC rates in targets such as
the ones listed in Table 3.1 is described in Chapter 12. It involves measuring
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Figure 3.3: Schematic of a 0νββ decay, transitioning through virtual states of the odd-
odd A

Z−1Y isotope up to large excitation levels (orange) and access to high excitation
levels of A

Z−1Y via OMC in a 2νββ daughter isotope (green).

the γ rays resulting from the de-excitation of the several multipole states of
the A

Z−1Y∗(Jπ) odd-odd isotope. Through this measurement, both the total
OMC rate and the partial rates to each excited state can be determined.

The measured total OMC rate serves as a benchmark for the values of
coupling constants such as gA, helping to validate whether it is quenched at
high momentum transfer [55]. The measured partial rates to individual states
can be compared to the values predicted by a given calculation framework,
providing a way to further benchmark the model. For instance, the partial
OMC rates in 136Ba to low-energy 136Cs states calculated using the ISM
and proton-neutron QRPA models yield results that differ by a factor of
four [55]. The comparison between theoretical and experimental results can
be used to fine-tune and provide insight into NME calculations involving
large momentum transfer in heavy nuclei, such 0νββ decay [54].

By providing information on both the quenching of coupling constants
and improving the accuracy of NMEs, OMC proves itself a valuable tool for
0νββ-decay searches. The sensitivity of these searches is heavily influenced by
the current uncertainties in these values, where even marginal uncertainties in
gA coupled with an uncertainty factor of two in NMEs can result in an order
of magnitude larger exposure required to achieve the same sensitivity.
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PART II

BACKGROUND SOURCES, PARTICLE
INTERACTIONS, & EXPERIMENTAL APPROACH
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4
PA RT I C L E I N T E R A C T I O N S & B A C K G R O U N D S O U R C E S

This thesis focuses on highly sensitive particle detectors, which are suscep-
tible to various background sources that must be minimized. To reduce
cosmic background, detectors like Gerda, Legend, Gator, and the proposed
Paleoccene are placed underground. Monument is the only experiment
in this thesis that does not need overburden shielding. In either case, even
after the effective shielding provided by the underground location, muons,
muon-induced neutrons and natural radioactivity can contribute to the sig-
nals, requiring characterization and further suppression. Strategies to mitigate
these background signals depend on their origin and type of interaction
within the detector. These are discussed in a non-exhaustive manner in this
overview chapter, focusing on the mentioned experiments.

4.1 radiogenic alpha , beta & gamma background sources

Nuclei in unstable states spontaneously decay. The instability is caused by
some excess of total energy, often related to an imbalance in the number of
nucleons or their arrangement within the nucleus. This process, known as
radioactivity, is present everywhere in nature: in buildings, soil, food, and
gases. The emitted radiation are usually α or β particles, followed by γ rays.

Various sources contribute to environmental radioactivity. The dominant
contributing radioisotopes are: i) the four shortest-lived primordial nuclides
(238U, 235U, 232Th, and 40K), which have half-lives comparable to the age of
the Earth O(109 y); ii) their radiogenic daughters, such as 226Ra and 228Th;
iii) the cosmogenic isotopes, produced by the interaction of cosmic rays with
gases or other materials (e.g., 39Ar, 46Sc, and 60Co); and iv) anthropogenic
nuclides, mainly arising from nuclear testing and power plants, such as 137Cs
and 85Kr.

Many of these isotopes, especially the ones of geological origin (40K, 238U,
and 232Th), are present as trace elements in materials used in the construction
of detectors. The decay of 40K emits 1.46 MeV γ rays, for the electron capture
decay mode, and electrons with energy below 1.31 MeV, for the β mode. The
238U, and 232Th chains produce a series of α, and β particles, followed by γ
rays, as shown in Figure 4.1. Many of the γ lines marked in this figure, as
well as the γ rays from 40K are observed in the energy spectra of all the HPGe
detectors discussed in this work.

Despite the long half-lives of the parent isotopes at the beginning of the
chain, the secular equilibrium may be broken, changing the relative content of
isotopes from the same chain. This equilibrium disruption may be caused by
material processing or by the introduction of radon daughters. Radon gas can
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Figure 4.1: 238U and 232Th decay chains. Half-lives, Q-values, γ ray emission, and
branching fractions ( fB) extracted from [57]. Secondary decay channels with fB <0.2%
are not shown (such as the α-decay of 214Bi, or the decay of 234mPa through its ground
state). Only γ rays above 90 keV with a total fB >5.2% are shown – the ones that
undergo summation effects are marked in green. For 234Th, the lines around 92 keV
are usually observed together, resulting in a total fB of ∼5.4%.

emanate from surfaces and decay into radioactive daughters that may adhere
to other surfaces – an effect known as plate-out1, which is an important effect
when analysing surface backgrounds. Alpha decays originating from this
surface/dust contamination are for instance observed in the Gerda data and
discussed in Chapter 7.

Some of the cosmogenic isotopes in HPGe detectors are 68Ge (T1/2=271 d),
and 60Co (T1/2=5.3 yr), which is also present in copper (often present around
HPGe crystals2). Some of the cosmogenic isotopes present in trace amounts
in atmospheric argon are 39Ar and 42Ar. The former emits β particles out of
the ROI, as discussed in Chapter 5. The latter produces 42K, which decays
with T1/2=12.4 h, via a β emission (with and endpoint of up to 3.5 MeV), often

1 This mostly happens for 222Rn, which has a longer half-life than 220Rn, being thus more
commonly present in the environment [58].

2 For instance, in the WLSR shroud of Legend and in the sample chamber of Gator.
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accompanied by a γ ray. 42K was the primary contributor to the background
index in Gerda, and its 1525 keV γ ray is studied in detail in Chapter 7.

Interactions & observed signals

Among the HPGe detectors discussed here, all of them detect γ rays originat-
ing from natural radioactivity, but only the ones in Gerda and Legend exhibit
a clear signal from α decays. This is mainly due to their low background
and ‘bare’ approach. While the detectors employed in Monument and Gator
are housed in a vacuum cryostat that blocks external α particles, the HPGe
detectors in Gerda and Legend are not encased. Although the dead layer
of HPGe crystals are thick enough (∼1 mm) to hinder the penetration of α
particles, these particles are not completely shielded by the thin (sub-µm)
passivated and boron implantation layers (described in Chapter 6). The ranges
of α and β particles, and the attenuation length of γ rays in different detector
materials are listed in Table 4.1.

Table 4.1: Range (R) of α and β particles, and attenuation length (λatt) of γ rays in
germanium (Z=32, ρ=5.3 g cm−3) and in liquid argon (Z=18, ρ=1.4 g cm−3) for various
energies. Data from [59–61].

In germanium
Energy [MeV] Rα [µm] Rβ [mm] λattγ [cm]

0.5 1.7 0.5 2.4
1.0 3.1 1.2 3.3
2.6 7.9 3.5 5.1
3.5 11.2 4.7 5.5

In liquid argon
Energy [MeV] Rα [µm] Rβ [mm] λattγ [cm]

0.5 4.2 0.6 9.1
1.0 6.9 1.5 12.4
2.6 18.7 4.5 19.7
3.5 27.6 6.1 22.4

The different ranges of these particles are a result of their distinct dominant
interaction mechanisms. Alphas are highly ionizing particles that rapidly lose
energy through a high energy loss per unit distance. As a result, their range is
only a few micrometers in most of the detector materials. Electrons in the MeV
range primarily lose energy through collisions with atomic electrons, and to
a lesser extent via radiation emission (Bremsstrahlung or Cherenkov) [60].
Their range in Ge and LAr is a few millimeters.

Gamma rays penetrate deeper (several centimeters), losing energy via
various mechanisms: the photoelectric effect (predominant at energies below
MeV), Compton scattering (around 1 MeV), and pair production (above MeV
energies). Details on the probabilities for these different γ ray interactions in
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HPGe are provided in Appendix A, in the context of γ ray simulations for
Gator, and illustrated in Figure A.6 therein.

Of particular concern for 0νββ-decay search are the Compton interactions
of the 214Bi and 208Tl γ rays (such as the 2.6 MeV line), and β or α emissions
above the Qββ value (2.039 MeV) [62]. A few major examples of the latter
are: β emissions from 42K, 214Bi, and 208Tl, which have sufficient energy to
penetrate millimeters beyond the HPGe dead layer3; and α particles from
210Po decay depositing energy in the p+ contact or passivated layer.

Although the full energy of these γ rays and α decays are not close to Qββ,
their partial energy deposition in the HPGe detectors may result in events
within the 0νββ-decay ROI. Features observed in the HPGe spectra resulting
from partial energy depositions from γ rays are presented and analyzed in
detail in the aforementioned Appendix A and in [64]. These features are
namely the Compton continuum, the Compton edges, and the backscatter, the
single, and the double escape peaks, which all contrast to the full energy peak,
where all the energy is deposited and collected within the sensitive volume of
the HPGe crystal.

These concepts will be extensively utilized throughout the subsequent
chapters, as the detection of γ rays plays a central role in various topics,
including the LAr system, HPGe γ spectroscopy, background characterization
in Gerda, and the study of excited states with Monument.

Background suppression

To minimize the effect of radiogenic α, β and γ ray background sources,
components used in the construction of the detectors undergo a selection
campaign: the maximum allowable radiogenic background is estimated via
Monte Carlo simulations, and materials are selected based on radiopurity
assays conducted using HPGe γ spectroscopy or mass spectroscopy [39, 65].
The HPGe γ screening of materials for Legend with Gator is discussed in
Appendix A. Additionally, certain materials are subjected to radon emanation
tests, and dedicated ventilation systems are implemented to mitigate the
presence of radon within the laboratory facilities and detector assembly
sites [2].

Materials that do not meet radiopurity requirements for close-detector parts,
such as the stainless steel used in the Gerda cryostat or the Gator enclosure,
are kept at a moderate distance and shielded by more radio pure materials
such as oxygen-free copper [66]. Additional measures involve the use of active
(scintillating) materials and vetoes, which are major topics in this thesis, as
well as particle discrimination analysis methods, discussed in Section 6.1.

3 As shown in Table 4.1, a 3.5 MeV β from 42K can penetrate ∼5 mm into Ge. Furthermore,
these particles can produce Bremsstrahlung photons which can penetrate several cm [63].
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Although HPGe detectors are inherently pure4, they can be activated by
cosmic rays. Minimizing the exposure of these detectors to above-ground
conditions effectively reduces their background levels. For instance, the γ
ray from the cosmogenic 65Zn was observed only in detectors newly in-
troduced in Gerda (see Chapter 7), and the background in Gator was ob-
served to decrease after years underground, primarily due to the reduction
in isotopes with half-lives below ten years, such as the cosmogenic 58Co
(T1/2=70.9 d), 54Mn (T1/2=312.3 d), and 60Co (T1/2=5.3 yr) [2]. The contri-
bution from the short-lived cosmogenic 68Ge (T1/2=271 d) was found to be
negligible in Gerda detectors, given their long storage underground [63].

To prevent the presence of cosmogenic isotopes from argon in Legend-
1000, the employment of underground argon is foreseen. This is especially
important to reduce the background index from 42K in the 0νββ-decay ROI,
but also to reduce the decay rate from 39Ar, enabling other exotic searches at
lower energies [39].

4.2 neutrons & muons

The production of neutrons can occur through various processes: (α, n)
reactions, the spontaneous fission of heavy elements, such as 235U, and muon
spallation. The latter process is significant and results in the production rate
of neutrons being related to the flux of muons reaching the detectors.

Muons are created in the decay of pions originated from high-energy
collisions, such as those of protons from an accelerator with a solid target, or
those from cosmic rays with atoms in the Earth’s atmosphere. In the previous
section, we discussed the activation of isotopes caused by both primary and
secondary cosmic rays in the atmosphere and materials above ground. In
this section, we focus on the secondary muonic component, relevant for
experiments operated underground.

At the Laboratori Nazionali del Gran Sasso (LNGS), located under ∼1400 m
of rock (∼3500 meter water equivalent), the muon flux is of approximately
1.25 m−2 h−1 [65], a reduction of about 1 million in comparison with the flux
at ground level. Yet, muons still pose a concern for many experiments, which
mitigate these by operating muon vetoes based on scintillating panels or
Cherenkov light produced in water tanks.

Once muon vetoes are in place, the prompt electromagnetic signal induced
by the passage of a muon is negligible, as these are recorded with high
energies and efficiently tagged by vetoes [39, 62]. The real concern lies rather
in the activation of isotopes by muon-induced neutrons, which can yield
delayed events.

An example is the process of 76Ge capturing a neutron (76Ge+n →77(m)Ge),
resulting in 77Ge and 77mGe, which have half-lives ranging from 55 s to 11.2 h.
These delayed decays are often not promptly correlated with the passage of a

4 Thanks to the zone-refining and crystal growing processes, as well as the enrichment process
in the case of enriched detectors [39, 62].

27



muon and, as a result, not vetoed [67]. Despite their β emissions above Qββ,
this background is not yet significant for the current experiments [62], but
could become concerning for the sensitivity of future Ge-based detectors. To
mitigate them, either laboratories at greater underground depths or additional
neutron background suppression measures are pursued for Legend-1000 [39].
These include the use of delayed tagging provided by the muon veto and LAr
instrumentation [67] and the implementation of neutron moderators, which
will be shown in Chapter 8.
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5
L I Q U I D A R G O N

Liquid argon (LAr) is widely used as a scintillating medium in particle physics
experiments [39, 68–76]. A few of its key features are the high photon yield
in response to radiation (tens of photons/eV [77]), high transparency, and
low cost, compared to other noble liquids. In Gerda, LAr was used as
a cooling, shielding, and scintillating medium, playing a major role in its
background-free operation [1, 66].

In Legend, LAr is similarly employed, but underground argon is the one
procured for Legend-1000 [39], given the presence of cosmogenic isotopes in
atmospheric argon. The most important ones are listed in Table 5.1. Although
present with the largest abundances, the radioactive isotopes 39Ar and 85Kr
are not major concerns for Legend-200, as the Q-value of their β emissions
(565 keV and 687 keV, respectively [57]) are well below the 0νββ-decay ROI1.
37Ar is also negligible, since it quickly decays once underground2. The only
significant concern is 42Ar, not because of its β emission, which has a Q-value
of 599 keV, but rather due to the decay of its progeny 42K, discussed in the
previous chapter.

Table 5.1: Liquid argon properties.
atomic and physical properties [79]

melting point (at 1 atm) 83.8 K
boiling point (at 1 atm) 87.3 K
density (at b.p.) 1.395 g/cm3

main isotope 40Ar (99.6%)

radioactive isotopes
85Kr ∼ 0.1 Bq kg−1 [80]
37Ar time-dependent (T1/2 =35 d) [57]
42Ar ∼40 µBq kg−1 (atmospheric Ar) [81]
39Ar ∼ 1 Bq kg−1 (atmospheric Ar) [80, 82]

∼ 6.5 mBq kg−1 (underground Ar) [83]

1 However, their presence decrease the sensitivity to BSM searches at low energies [39].
2 Isotopes for which a decay is predicted but has not yet been detected, such as 36Ar [78], are

also negligible.
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Figure 5.1: VUV scintilla-
tion from LAr [85], TPB
emission, and absorption
of wavelength-shifting fibers
used in Legend-200 [86, 87].

5.1 scintillation & wavelength shift

Scintillation in LAr occurs when radiation ionizes and excites argon atoms,
leading to the formation of ionized or excited dimers. If the ionization
electrons are not drifted out of the detector medium (via strong electric fields),
they thermalize and recombine. Excited dimers can exist in a singlet or triplet
molecular electronic states, which subsequently de-excite by emitting photons
with a fast (τsinglet∼6 ns) or long (τtriplet∼1.5 µs) decay times3 [77]. The prompt
light component is less affected by quenching resulting from collisions with
impurities, while the triplet component is more affected and is often used as
a measure of purity and light yield levels [84]. The probability of inducing
singlet or triplet states depends on the excitation density and, therefore, on
the type of interaction. For instance, electron recoils induce a larger fraction
of triplet states compared to nuclear recoils. This discrimination can be used
to distinguish interactions caused by γs, βs and muons from those caused by
neutrons or α particles.

The scintillation light is emitted in the vacuum ultraviolet (VUV) spec-
tral region, peaked at 128 nm [85]. This wavelength is commonly absorbed
by plastics, glass, and quartz – materials often employed as photodetector
windows, light guides, and optical fibers. To facilitate the detection of this
scintillation, wavelength shifters, such as tetraphenyl butadiene (TPB), are
often used [65, 68–73, 76]. Figure 5.1 (top) shows the TPB re-emission of VUV
light in a region between 380 nm and 600 nm.

The emission in the blue spectral region is of advantage: it matches well
the quantum efficiency of commercial photodetectors, which typically peak
in this range [72, 88], the efficiency of reflectors, as it will be shown in this
work, and the absorption of wavelength-shifting fibers, such as those used in
Legend-200, shown in Figure 5.1.

3 With the latter being longer given the necessary spin-flip for the transition to the ground
state.
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Furthermore, the emission in the blue region is beneficial in terms of
transparency. While impurities in LAr (such as oxygen and nitrogen) can
reduce its effective transparency to its own VUV scintillation light [89, 90],
the transparency to blue light remains unaffected. The lower refractive index
of LAr for blue light compared to VUV light also contributes to reduced
scattering. As a result, the emitted blue light can propagate through LAr
with minimal absorption or scattering, leading to better light collection. The
detailed optical properties of LAr are extensively discussed in Chapter 11.

5.2 tpb & pen as wavelength shifters

TPB is widely employed as a wavelength shifter (WLS) in LAr-based experi-
ments [65,68–76,91]. For the LAr instrumentation of Gerda, TPB was applied
to several surfaces through solvent-based dip-coating, brushing, or vacuum
evaporation methods [65]. These methods, however, have limitations in terms
of uniformity or labor-intensiveness [4, 92]. These limitations render the use
of TPB in experiments requiring extensive surface coverage, such as DarkSide
and Legend-1000, impractical. As an alternative, the blue scintillating material
polyethylene naphthalate (PEN) became a promising substitute.

PEN is a commercially available plastic film that offers ease of manipulation
at room temperatures while featuring high tensile strength at cryogenic
temperatures [93, 94]. This in contrast to TPB, which is a powder that requires
specific coating techniques and can emanate into LAr [95].

TPB has been however extensively characterized [95–101], and its quantum
efficiency (QE) at 128 nm was measured to be (60 ± 4)% at room temperature
[96]. This value had not yet been measured in LAr, but its efficiency was
observed to increase at low temperatures [98, 102].

Prior to the work presented in this thesis, the efficiency of PEN had been
only measured relative to TPB [92, 94, 103, 104]. The complication of relative
measurements is that the light yield from TPB coatings is sample-dependent,
with large variations for different coating methods, thickness and substrates
[87, 96, 97, 105].

The QE (or quantum yield) represents better the true efficiency, given that
it is an intrinsic characteristic of the molecules – namely, the ratio between the
average number of photons emitted and absorbed [96, 106, 107]. It is thus not
dependent on specific parameters of the sample, such as its thickness, and
setup, such as detector position and coverage. In this thesis, the QE and other
optical properties of these WLS materials were investigated in detail in the
context of the R&D of WLS reflectors for Legend.
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6
H I G H - P U R I T Y G E R M A N I U M ( H P G e ) D E T E C T O R S

High-purity germanium (HPGe) detectors are semiconductor diodes biased
at a reverse voltage. Their detection principle is based on collecting charges
induced by radiation. The passage of ionizing irradiation through the active
detector volume excites electrons to the conduction band, creating electron-
hole pairs at numbers proportional to the energy deposited.

In the most common p-type detectors, the holes are collected at the p+

contact, which is produced by boron implantation. The n+ contact, where
the positive voltage is applied, is produced via lithium implantation, and
surrounds most of the surface of the detector. The reverse-bias voltage yields a
depleted volume and causes newly created electron-hole pairs to drift toward
the respective electrodes. This is schematically shown in Figure 6.1, along
with the different types of detectors used in Legend.

Coax

BEGe

InvCoax

p+ contact

groove

n+ contact

e-

holes

Figure 6.1: Different shapes and contacts of p-type detectors. In the (Semi-) Coaxial
(Coax) detector, the p+ contact covers its axial borehole. This borehole helps to
maintain full depletion of the detector, even for large sizes reaching up to 3 kg [108].
In the broad energy germanium detector (BEGe), the p+ contact is small (� 15 mm).
This design reduces the capacitance of the contact, leading to improved energy
resolution, but results in lower detector mass, which is on average 0.7 kg [31, 109]. In
the Inverted Coaxial (InvCoax, or IC) detector, the enhanced resolution is guaranteed
by the‘point-like’ contact as in the BEGe, and the full depletion by the borehole,
which is not boron-implanted, as opposed to the Coax. The drifts of electrons and
holes to the respective electrodes are schematically shown at the center. Detector
schematics modified from [108]1.

Although the deposited layer of lithium is thin, it diffuses up to 1 mm deep
into the detector producing a ‘dead’ layer, where the collection of charge is
ineffective. However, this dead layer serves as an advantage by shielding
the detector from α particles. Once the full depletion voltage is applied, the
bulk of the detector becomes fully sensitive. The signals are read out by
charge-sensitive preamplifiers, which output a voltage pulse [66].

1 All the HPGe schematics were made with the code kindly made public by L. Pertoldi [110].

33



The low energy of 2.96 eV required to create electron-hole (e−h+) pairs,
coupled with a Fano factor (F) of 0.13, results in relatively small statistical
fluctuations from signals in HPGe detectors (σ=

√
Ne−h+ .F), and thus in energy

resolutions of fractions of a percent at energies around the MeV range [109].
This enhanced energy resolution, combined with their energy linearity, estab-
lishes HPGe detectors as preferred choices for γ spectroscopy.

Experiments aiming for efficient and high-resolution detection of γ rays,
such as Monument and Gator, therefore employ HPGe diodes. HPGe detec-
tors are also advantageous for low-background γ ray counting because of their
high purity, which has been optimized during the production of detectors
with low leakage currents.

Being a semiconductor, the band gap for Ge is small (0.66 eV) [109]. Con-
sequently, thermal excitations can bring electrons to the conduction band,
and the detectors must be cooled, often to liquid-nitrogen or liquid-argon
temperatures. The commercially available method to operate and cool these
detectors is housing the HPGe crystals in a vacuum cryostat, which is electri-
cally cooled by a pulse tube cooler or connected to a liquid nitrogen dewar.
This approach is employed by Gator and Monument to operate their HPGe
detectors. Gerda and Legend operate the crystals bare, without mechanical
housing, in liquid argon, as is described in the next section.

6.1 0ν β β-decay search with hpge

The advantageous performance parameters of HPGe diodes, rendered this
technology attractive for the search of the 0νββ decay of 76Ge:

76Ge →76 Se + 2e−. (6.1)

Table 6.1: Parameters for 0νββ search with 76Ge. While its Qββ value and G0ν are not
as high as for other isotopes (Section 2.2), the detection efficiency of HPGe detectors
is high, and their energy resolution and BI around Qββ are the best in the field [1,36].

Physics Parameters
0νββ Isotope 76Ge
Qββ 2039 keV
M0ν 2.7 – 6.0 [39]
G0ν 2.4 · 1015 yr−1 [39]
gA 1.27 [111]
nat. abundance 7.8 % [66]
enrichment up to 92% [39]

HPGe performance parameters

FWHM at Qββ 2.5 keV [39]
containment efficiency ∼100% [111]
achieved BI 5×10

−4 cts/(keV·kg·y) [1]
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The search for 0νββ decay using HPGe detectors began in the late 1960s
with natural detectors and later transitioned to enriched 76Ge crystals in the
1990s [66, 108]. The field has since then experienced many technological ad-
vancements. For both Gerda and Majorana experiments, new detectors with
enhanced performance were developed, such as the BEGe and IC detectors
shown in Figure 6.1.

The point-like contact feature of these detectors not only provides enhanced
resolution but also allows for pulse shape discrimination (PSD): the distances
charge travel from different multi-scatter interaction points within the detector
yield pulses clearly distinct from the ones expected from the 0νββ-decay signal,
which is a single-site interaction. This distinction is made more clear by point-
contact detectors, as the electric field throughout the bulk is lower and much
more intense around the point contact [112]. This results in a slower drift
of charges and a sharp signal amplitude change only when the holes are
collected at the contact, as shown in Figure 6.2.
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Figure 6.2: Single-site scatter: the ββ signal is a single-site event, given the small
(∼1 mm) travel range of the electrons in Ge, as listed in Table 4.1. This event is
observed as a sharp step-like charge pulse, as all the charges are collected approxi-
mately at once. Multi-site scatter: γ rays in the MeV range often deposit energy in
multiple sites, as they lose energy via Compton scatters, often spaced by several cm.
The charge pulse observed will reflect the arrival of different charge clouds origi-
nating from the mulitple depositions. Another possibility is that part of this energy
is depositied at another detector. Such an event is flagged as a multiple-detector
deposition. Surface events, like those from αs (not shown), can also be identified via
PSD because of the delay in their charge collection. For details on the PSD methods
for αs and βs, see references [108, 112]. PSD graphs were modified from [112] and
detector schematics were modified from [108].

It has been demonstrated within the Gerda experiment and by dedicated
studies that the PSD capability of IC detectors is comparable to that of the
well-established BEGes [39, 112, 113]. The IC detectors have thus become the
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primary choice for Legend. Their larger size compared to BEGes allows for a
reduction in support material and cabling in close proximity to the detectors,
decreasing the background rate per mass. Additionally, the lower surface-to-
volume ratio of the IC detectors results in less surface background. Ultimately,
the background suppression technique of immersing bare HPGe crystals in
a cooling and scintillation medium has further enhanced the capabilities of
0νββ-decay searches with HPGe. This approach is discussed in the following
section.

6.2 0ν β β-decay search with hpge crystals in liquid argon

Gerda has pioneered the employment of HPGe crystals in LAr [65]. Leg-
end follows in its footsteps, incorporating the LAr system in its current phase,
Legend-200, and the future stage, Legend-1000. The working principles of
the LAr system and the water muon veto are depicted in Figure 6.3.

μ

SiPMs

LAr scintillation
(128 nm)

TPB blue
 shift

WLS
reflector

PMTs

LAr

Water

WLS
fibers HPGe(1)

(2)

(3)

(4)

Figure 6.3: Schematic of the background suppression performed by the LAr and
muon veto systems. The HPGe crystals are immersed in LAr contained in a cryostat.
Energy depositions in LAr (1,3) induce its VUV scintillation. To shift this scintillation
light to the blue region, TPB is applied to various surfaces, including the fibers. The
WLS fibers absorb the blue light, re-emit it in green, and guide it towards the SiPMs.
If the detected light signal is above a certain threshold, the energy deposition in the
Ge crystal (2) is tagged. WLS reflectors increase the light collection by shifting VUV
light and reflecting blue light towards the fibers. An interaction of a muon within a
crystal (not shown) is similarly tagged if it induces LAr scintillation or if the PMTs in
the water tank detect Cherenkov light from its passage (4).

The working principle and design of the muon veto system are the same for
both Gerda and Legend-200. As discussed in Chapter 4, the underground
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depth of the LNGS laboratory significantly reduces the muon flux by six
orders of magnitude. However, for Legend-1000, a few additions will be
implemented to mitigate the impact of muon-induced neutrons. One of these
is the use of neutron moderating panels, shown in Chapter 8.

LAr serves multiple purposes in combination with HPGe detectors: it cools
the crystals to their operating temperature, shields them from radioactive
decays originating from the cryostat walls, and serves as an active veto by
scintillating in response to energy depositions. This is illustrated in Figure 6.3
by the Compton scatters of a γ ray both in the LAr (1,3) and in the Ge crystal
(2). If solely the interaction within the HPGe diode was recorded, this event
could lie within the 0νββ ROI. This is because the full energy of the γ ray
would not be accurately reconstructed due to the partial energy deposition.

Furthermore, this event would not be rejected by PSD, as it produces a
single-site scatter within the HPGe crystal, resembling the expected ββ signal
(Figure 6.2). By surrounding the detectors and efficiently collecting light from
events with partial energy deposition in the HPGe crystal, the LAr system
significantly complements the PSD and multiplicity background suppression
methods, effectively reducing the Compton background within the ROI.

While the LAr instrumentation design implemented in Gerda was effec-
tive in achieving a background-free state, several improvements have been
introduced for Legend-200. These modifications, as well as future implemen-
tations for Legend-1000 are discussed in detail in Chapter 8. One notable
improvement shown in Figure 6.3 is the WLS reflector, which enhances light
collection. This is accomplished by reflecting the light emitted by TPB back
to the fibers, as shown in (3), and by shifting and reflecting light induced by
events that scatter at a greater distance from the fibers, as shown in (1). The
R&D and characterization of these WLS reflectors are among the main topics
discussed throughout this thesis, spanning from Chapter 8 to Chapter 11.
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PART III

0νββ-DECAY SEARCH WITH GERDA AND
LEGEND
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7
C H A R A C T E R I Z AT I O N O F G E R D A ’ S F I N A L D ATA S E T

7.1 the gerda experiment

The GERmanium Detector Array (Gerda) operated at LNGS for approxi-
mately eight years searching for 0νββ decay of 76Ge in HPGe crystals [1, 66].
Gerda was the first experiment to employ bare HPGe detectors immersed in
LAr [65]. The experiment acquired data during two phases: Phase I, where
LAr was employed solely as a coolant and passive shield [66], and Phase II,
where a system was introduced to collect scintillation induced by coincident
background events in LAr [65], as illustrated in Figure 7.1, and discussed in
Section 6.2.

For its Phase II, Gerda incorporated 20 kg of enriched BEGe (enrBEGe)
detectors, expanding the total amount of enriched HPGe crystals to ∼36 kg.
These HPGe crystals were of various types, including also Coax, and later IC
detectors, all of which are described in Chapter 6. The distribution of these
detectors within the experimental setup is illustrated in Figure 7.1.

HPGe detectors on

low-mass holder 

Arrays surrounded 

by minishrouds

LAr instrumentation

LAr cryostat

Figure 7.1: Schematic view of the Gerda experiment during Phase II: The HPGe
crystals were supported by low-mass ultra-pure silicon plates held by copper strings,
and enclosed by TPB-coated nylon minishrouds. Surrounding the seven-string array
was the LAr instrumentation, consisting of a curtain of TPB-coated WLS fibers
coupled to SiPMs. This setup was contained within two copper shrouds equipped
with PMTs, with the inner parts covered in reflective TPB-coated Tetratex. The
entire configuration was immersed in 64 m3 of LAr housed within a stainless steel
cryostat lined with copper to reduce radioactivity. Additionally, a 590 m3 water tank
instrumented with PMTs (not shown) served as a muon veto. The ∼1400 m of rock
above the lab provides passive shielding against atmospheric muons. Image credit:
Ge crystal and cryostat modified from [65], other figures from [63].
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Phase II of Gerda began in 2015 and lasted until 2019 when its target
exposure of 100 kg·yr was achieved. This chapter is dedicated solely to this
period, which was important for the subsequent Legend experiment. Besides
the LAr instrumentation, several detectors currently operated in Legend were
introduced and tested during Phase II. The addition of these detectors in
Gerda occurred during an upgrade in 2018, which involved some other
hardware modifications. The details of this upgrade are discussed in the
following section.

7.2 upgrade of gerda phase ii

The 2018 upgrade in Gerda can be considered minor compared to the Phase
II upgrade conducted in 2015. Although the data-taking period after the 2018

upgrade is still referred to as ‘Phase II’, when comparing data before and
after the upgrade, we refer to the post-upgrade period as Phase II+. The
modifications carried out during this 2018 upgrade included:

• introduction of five new IC detectors (9.6 kg), replacing some existing
detectors, as shown in Figure 7.2;

• vertical flipping of some detectors, as shown in Figure 7.2;

• addition of new detector holders and cables;

• replacement of the LAr system with a new fiber curtain featuring a
higher density of fibers and including a central fiber shroud;

• minor modifications to the mini-shrouds.

One of the main objectives of the work described in the upcoming sections
was to characterize the data obtained after these minor upgrades and conduct
data quality checks prior to the final data release.

7.3 characterization of data before & after the upgrade

This section presents the characterization and stability studies conducted on
the legacy dataset of Gerda Phase II. The focus of these studies was to assess
any changes in the background following the upgrade works in 2018. For this
task, the stability and homogeneity of the complete dataset were examined
both before and after the upgrade, taking into account analysis cuts such as
PSD and LAr veto.

Datasets, structure & quality cuts

The Phase II data was categorized into before and after the upgrade, and
among different types of HPGe detectors, as presented in Table 7.1.

1 Apart from detectors referred to as ‘natural’, all the discussed detectors discussed in this
section are enriched.
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Figure 7.2: Detector configuration during Phase II+: A total of 41 detectors were
distributed among seven strings. Most of the detectors, 30 BEGe detectors and 6 Coax
detectors, remained installed in the same positions as before the upgrade. A few of
the BEGes were however flipped horizontally, which is indicated by (*). The dashed
lines highlight the 5 IC detectors, which replaced the natural1 detectors in the central
string (S7), as well as one Coax detector in string S6. Image modified from [108],
produced with the code available at [110].

Table 7.1: Datasets and exposure of Phase II & Phase II+ (before & after the upgrade).
Exposure values exclude the natural detectors and data where PSD was not applicable.

Phase II Phase II+
run numbers 53 to 93 95 to 114

enrBEGe exposure [kg·yr] 31.46 21.87

enrCoax exposure [kg·yr] 28.64 13.18

enrIC exposure [kg·yr] 0.00 8.54

total exposure [kg·yr]: 60.10 43.59

In this study, only high-level blinded data (after processing and energy
calibration) was utilized2. This data includes flags from analysis cuts and
vetoes. To ensure the quality of the data, several cuts were applied. These
quality cuts removed non-operational or unstable detectors from the analysis
and filtered out the following events: unphysical events such as test pulses,
baseline-only events, pile-up events, muon-vetoed events, and events with
energy deposition in multiple detectors.

The identification of muon-vetoed events and the discrimination of particles
using multiplicity, PSD, and the LAr veto cuts are part of the particle dis-
crimination schemes common to both Gerda and Legend, described in detail
in Sections 6.1 and 6.2. The LAr and PSD cuts are considered higher-level
analysis cuts and are applied later in the data analysis, which is then labeled

2 For a thorough description of the data structure, as well as analysis software, cuts, and
blinding procedures, see [109, 114].
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as ‘after analysis cuts’. The next sections provide energy spectra and rates
both before and after applying these analysis cuts.

Combined spectra

Figures 7.3 to 7.5 display the combined spectra of the enrCoax and enrBEGe
detectors before the upgrade and enrCoax, enrBEGe, and enrIC detectors after
the upgrade. The spectra are presented before applying analysis cuts (but
including quality cuts) and after implementing PSD, LAr, and both PSD and
LAr veto cuts.
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Figure 7.3: Spectra before and after PSD cut, both before and after the upgrade
(and prior to unblinding the ROI around Qββ). The subplot shows the number of
standard deviations by which the residuals of the spectra (after cut) before and after
the upgrade differ from zero3.
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Figure 7.4: Spectra before and after LAr cut, both before and after the upgrade. The
subplot shows the number of standard deviations by which the residuals of the
spectra (after cut) before and after the upgrade differ from zero.

3 To calculate the residuals in each bin i, the number of counts (Ni) in the spectrum before the
upgrade is divided by the respective exposure and subtracted from the same quantity after
the upgrade. The uncertainties are calculated as ∆Ni =

√
Ni, normalized for the respective

42



Figure 7.3 shows the effectiveness of the PSD cut in suppressing background
events from α decays, which dominate the spectrum at high energies (around
5 MeV). The PSD cut also effectively reduces the Compton background,
especially below the 208Tl line at 2.6 MeV. This background is also suppressed
by the LAr veto cut, as observed in Figure 7.4. Given the complementarity
of the cuts, the combined suppression of the Compton background is larger
than the individual suppression achieved by each cut, as shown by Figure 7.5.
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Figure 7.5: Spectra before and after analysis cuts, both before and after the upgrade.
The Qββ energy region, as well as the most prominent spectral features, are marked.
The subplot shows the number of standard deviations by which the residuals of the
spectra before and after the upgrade differ from zero. For this comparison, only the
spectra after analysis cuts are considered.

The residuals of Figure 7.5 show that the event rates before and after the
upgrade mostly agree within less than three standard deviations, except for
the potassium γ lines at 1461 keV and 1525 keV, as well as around 5 MeV,
where the spectrum is dominated by α decays from 210Po. Although the dead
layer of the detectors stops most of the α particles (Chapter 4), their decays
on the p+ contact are still detected, often with degraded energy. While 210Po
is commonly present in materials as part of the uranium decay chain, direct
contamination with 210Po through dust can occur (Chapter 4). The activity
from this contamination decays over time with the time constant of 210Po
(135.4 d), resulting in a continuous decrease in events in this region.

To further investigate the slight discrepancies around the potassium γ lines,
we analyzed the event rates before and after the upgrade, taking into account
the following factors: i) detector type, ii) time, and iii) position of the detectors
within the arrays. These investigations are discussed in the next sections.

Spectra per detector type

The spectra before and after the upgrade for the enrBEGe and the enrCoax
detectors, before analysis cuts, are shown in Figure 7.6 and Figure 7.7.

exposure, and propagated in the calculation of the total residual uncertainty which normalizes
the residual values.
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Figure 7.6: Spectra before and after the upgrade for the enrBEGe detectors.
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Figure 7.7: Spectra before and after the upgrade for the enrCoax detectors.

For the enrBEGe detectors, the spectra before and after the upgrade exhibit
good agreement within 3σ, as indicated by the residual subplot. For the
enrCoax detectors, the spectra mostly agree within 3σ, except for the region
around the potassium γ lines and the high-energy region dominated by αs.
This discrepancy suggests a larger initial contribution of surface αs on the p+

contact of the Coax detectors. This observation is expected due to the larger
size of the p+ contact in these detectors.

Since there were no enrIC detectors before the upgrade, their spectrum is
compared to that of the enrBEGe detectors after the upgrade, as shown in
Figure 7.8. The differences in this comparison are more significant: the IC
detectors exhibit a higher rate of 42K and 40K events, as well as lower con-
tamination from α particles. Furthermore, a pronounced fluctuation around
1.12 MeV is attributed to the presence of the cosmogenic isotope 65Zn, which
has a half-life of 224.3 days and decays to 65Cu, which is stable.

The higher cosmogenic component for IC detectors is expected since these
detectors were the last ones to be installed underground. The lower rate from
α decays for enrIC detectors may indicate that these detectors were handled in
a cleaner manner, avoiding radon plate-out (discussed in Chapter 4).

To gain a better understanding of the discrepancies around the potassium
γ lines, particularly for the enrCoax detectors before and after the upgrade,
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Figure 7.8: Spectra comparison between enrIC and enrBEGe. The panel on the right
shows their normalized residuals in % (enrBEGe minus enrIC, normalized by the
enrBEGe) zoomed around the large residual discrepancies. The energies of γ lines
around these regions are also indicated.

the event rates around these lines were investigated per detector position, as
discussed in the next section.

Event rates per detector & position

The left images of Figures 7.9 and 7.10 present the event rates (before analysis
cuts) of the 40K and 42K γ lines per detector, both before and after the
upgrade. These rates were calculated by summing up the counts within a
20 keV window centered at the nominal γ line energies and subtracting a flat
background extracted from neighboring 5 keV bins. The event rates around
the Qββ analysis region were calculated by summing up the counts from
1930 keV to 2190 keV4, and are shown in Figure 7.13. All rates are normalized
by the exposure.

The lower panels of each plot show the number of standard deviations (nσ)
by which the residuals differ from zero. The gray line represents the expected
mean of zero when there are no differences between the before and after the
upgrade. The orange line represents a zero-order linear fit of the nσ values.

To gain a better understanding of the relationship between these event rates
and the positions of the detectors in the array, the rates are displayed on a
map according to the string and z-position of each detector. These maps are
provided in Figures 7.9 and 7.10 (right). Additionally, the same maps after
applying the LAr veto cut are displayed in Figure 7.11.

Based on the presented maps and graphs, we can observe the following
features:

• Prior to applying the LAr veto cut, the rates from the 1461 keV line
from 40K are more intense for the central string (S7). This γ line is not
suppressed by the LAr veto.

4 Excluding 5 keV regions around the 2104 keV and 2119 keV γ lines from 208Tl and 214Bi, as
well as 25 keV around Qββ since this window was blinded.
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Figure 7.9: Left: Event rate around the 1461 keV line from 40K displayed per detector
before and after the upgrade. The detectors are shown per channel number, and the
vertical lines and labels indicate the distributions within the strings S1 to S7. While
most of the detector channels remained the same after the upgrade, string 7 has
been largely modified, as illustrated in Figure 7.2. The subplot shows the residuals
between the two graphs and a linear fit. Right: The same event rates are displayed
per detector central Z-position and string, both before (top) and after the upgrade
(bottom). Bin sizes do not correspond to detector sizes, thus strings with a lower
number of detectors show more empty bins. One top detector in string 2 is empty in
the Phase II+ graphs since it stopped taking physics data after the upgrade.
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Figure 7.10: Left: Event rate around the 1525 keV line from 42K displayed per detector
before and after the upgrade. Right: The same event rates are displayed per detector
Z-position and string, both before (top) and after the upgrade (bottom).
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• The rates from the 1525 keV γ line from 42K are higher for the top
detectors, but they are significantly suppressed by the LAr veto, leading
to a more uniform distribution after applying the LAr veto cut.

• The patterns in the maps and graphs are mostly consistent before and
after the upgrade, with residuals mostly within 3σ, and the fitted nσ
values close to zero.
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Figure 7.11: Event rate around the 1461 keV (left) and 1525 keV line (right) per detector
Z-position and string both before and after the upgrade. All rates are shown after the
LAr veto cut was applied.

The higher rates of potassium lines observed in the IC detectors compared
to BEGe detectors can be explained by their position in the central string. The
rates from the IC detectors are approximately as high as those previously
observed from the natural detectors in the same string. The rate of the 40K line
is related to the natural radioactivity of materials surrounding the detectors,
such as cables, fibers, and minishrouds. In the case of the central string, the
content of these materials was likely higher. Although the LAr veto does not
suppress the γ line of 40K given it is a single gamma emission, background
suppression was achieved through the PSD cut, as demonstrated in Figure 7.5.
Given its lower energy, this γ line does not contribute to background events
within the ROI for the Qββ search [63].

The rate from the decay of 42K was higher in the top detectors, potentially
due to convection and the electric field generated by the detectors and cables,
which can drift ions in that direction [63]. The LAr veto effectively suppressed
this line, with an efficiency of approximately 75%, because the decay involves
a β-γ cascade, resulting in energy deposition by the β particle in the LAr.
Both βs and γs from 42K are further suppressed by the PSD cut (Section 6.1).
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Time stability of event rate

To assess the stability of the rates per detector, the rates are plotted per run for
each detector. This analysis is performed both before and after applying the
LAr veto cut, considering four energy regions: i-ii) a 20 keV window centered
around the 1525 keV and 1461 keV potassium γ lines, iii) 1000 keV to 5500 keV,
and iv) 1000 keV to 1300 keV. The last region serves as a reference for stable
event rates, as this region is dominated by 2νββ events.

The rates and their errors are calculated following the aforementioned
methodology. An illustrative example showing the time stability for an
enrCoax detector is presented in Figure 7.12.

Similar graphs were constructed for each detector and subsequently anal-
ysed. Runs exhibiting rates deviating more than 3σ from the mean were
identified as outliers and documented in Table 7.2 and Table 7.3 for the
pre-LAr veto and post-LAr veto cuts, respectively.

Table 7.2: Summary table of the outliers observed in the time stability check of Phase
II data for three relevant energy regions. Detectors are identified by their channel
numbers. Values for which the total number of events (N) is <= 10 are marked with
”Y”.

Channel Energy range Run number Nσ away from mean N <= 10

12 1525 ± 10 keV 63 3.5 Y
20 1525 ± 10 keV 87 3.6 Y
29 1525 ± 10 keV 95 3.3 N
31 1525 ± 10 keV 109 3.1 Y

37 1461 ± 10 keV 55 4.8 Y
37 1461 ± 10 keV 101 4.6 Y
38 1461 ± 10 keV 97 3.8 Y

Table 7.3: Summary table as before, but after LAr veto.

Channel Energy range Run number Nσ away from mean N <= 10

37 1461 ± 10 keV 55 4.6 Y
37 1461 ± 10 keV 101 4.2 Y
38 1461 ± 10 keV 97 4.0 Y

The summary tables show that no statistically significant outlier was found.
The majority of the initially flagged rates correspond to shorter runs charac-
terized by a low count rate. The event rates were thus found to be consistent
during each of the investigated periods (Phase II and Phase II+).
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Figure 7.12: Event rate, prior to analysis cuts, per run for an enrCoax detector (ch 27).
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Discussion

The initial discrepancies observed in the rates of the potassium lines for
Coax and IC detectors were found to be dependent on the positions of
the detectors and were not caused by the upgrade. Although the detector
positions generally remained unchanged after the upgrade, it is worth noting
that one Coax detector with a high 42K rate (due to its top position) became
non-operational for physics data taking after the upgrade. This accounts for
the observed difference when comparing the Coax combined spectra. Thus
no actual discrepancy was observed when comparing the rates per detector
before and after the upgrade. Additionally, no discrepancies were observed
in the event rates per detector over time.
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Figure 7.13: Event rate (before analysis cuts) around the Qββ region displayed per
detector before and after the upgrade. The residuals agree within less than 3σ.

Similar studies of rate stability were conducted for other energy regions and
after applying PSD (or PSD & LAr veto) cuts and the conclusions remained
consistent. Apart from the decrease in α decays, there was no significant
indication of a change in the background after the upgrade. Furthermore, the
slight decrease in the background from α decays did not result in noticeable
differences in the background around the Qββ region after the upgrade, as
illustrated in Figure 7.13.

It is important to note that both α decays and 42K decays, which have the
potential to contribute to the background in the 0νββ-decay ROI (Chapter 4),
are effectively suppressed by the PSD and LAr cuts. The effectiveness of this
suppression, as observed in Figure 7.5, played a crucial role in achieving the
lowest background in the field by Gerda. These remarkable results obtained
from the Phase II data are discussed in the next section.
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7.4 conclusion & gerda’s final result

This chapter presented the characterization of the Phase II legacy data from
Gerda, focusing on the stability and the homogeneity of the datasets before
and after the 2018 upgrade, considering detector type, time, and detector
positions within the array.

The results indicated overall agreement between event rates pre- and post-
upgrade, with overall homogeneity across different detector positions. Al-
though slightly different rates were observed for detectors at the top and
center of the array, these differences were not significant, as the rates became
more homogeneous after applying analysis cuts. The slight decrease in α
decays also had no impact on the background around the Qββ region.

The findings of this analysis, along with dedicated analyses performed by
collaborators5, supported the implementation of a single BI for all detectors,
irrespective of their type, position within the array, or time, improving upon
past analyses that utilized different BI for different detector types [115, 116].

The legacy Phase II data, comprising over 100 kg·yr of exposure, was
analyzed using a single BI and published in 2020 as Editor’s Suggestion in
Physical Review Letters [1]. The energy distribution of events in this data is
displayed in Figure 7.14. After applying all analysis cuts, the background rate
within the analysis window was remarkably low: 5.2×10−4 counts/(keV.kg.yr),
as observed in the corresponding bottom panel.
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Figure 7.14: Top: Energy distribution of Gerda Phase II events (103.7 kg·yr of ex-
posure) before and after analysis cuts. The main background contributions to the
spectra are labeled. Bottom: enlarged views of the energy spectra including the full
analysis window marked by dashed lines (left); and zoomed within this window
(right), normalized to the exposure and including both the extended likelihood fit
and the expected 0νββ-decay signal for T0ν

1/2 equal to 1.8 · 1026 yr. Figures from [1].

5 Other collaborators specifically worked on quantifying the statistical significance of the
homogeneous background hypothesis, focusing around the Qββ region. Their results also
showed no significant indication of non-homogeneities.
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The analysis of the remaining events after all cuts and unblinding of the
25 keV window around Qββ favored the no-signal hypothesis, resulting in
the strongest lower limit on T0ν

1/2 at that time. Combining with Phase I data,
a total exposure of 127.2 kg·yr yielded a result of T0ν

1/2 >1.8 · 1026 yr (at 90%
C.L.).

This lower limit was subsequently translated into upper limits on the ef-
fective Majorana mass, using the relations and assumptions described in
Chapter 2 and in [1]. The obtained result is ⟨mββ⟩ < 79 − 180 meV (at 90%
C.L.). This range incorporates the uncertainties in nuclear matrix elements,
which are a central topic of investigation in this thesis and for the Monu-
ment experiment.

Although another 0νββ-decay-search experiment has recently surpassed
these limits on T0ν

1/2 and mββ [41], the background index achieved by Gerda remains
the lowest in the field, demonstrating the combined power of high-resolution
HPGe detectors and effective background suppression techniques. This
achievement paved the way for the subsequent Legend experiment, which is
the focus of the next chapters.
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8
T H E L E G E N D E X P E R I M E N T

The Large Enriched Germanium Experiment for Neutrinoless ββ Decay
(Legend) is a collaborative effort that brings together the expertise and re-
sources of the Gerda and Majorana experiments. The primary objective of
Legend is to achieve a high sensitivity to 0νββ decay and potentially make a
groundbreaking discovery.

By targeting a sensitivity to T0ν
1/2 beyond 1028 yr, Legend aims to cover

the entire inverted mass ordering scenario (Figure 2.3). This goal is pursued
through two phases: Legend-200, with a target mass of 200 kg of enriched
HPGe, and Legend-1000, which aims to operate 1000 kg of enriched HPGe
for ten years. Legend-200 started physics data taking this spring with a HPGe
mass of about 140 kg. The experiment was built and commissioned between
2020 and 2023, re-utilizing most of the infrastructure from Gerda at LNGS,
including the instrumented water tank and the cryostat, shown in Figure 8.1.

Figure 8.1: Legend’s cryostat inside the water tank: the tank is instrumented with
PMTs and serves as a muon veto. The cryostat contains the HPGe detectors immersed
in LAr and surrounded by the fiber instrumentation of the LAr system. Wavelength
shifting (WLS) reflectors further surround the detectors and fibers. At the top of the
cryostat, a shutter gives access to a lock (not shown), which can be accessed from the
clean room above the tank. Figure credit: P. Krause.
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Legend-200 aims for a sensitivity to T0ν
1/2 beyond 1027 yr within five years

of operation. This requires a modest background reduction of 2.5 compared
to Gerda’s [39]. To achieve this background level, some of the improvements
Legend employs are:

• Newly developed IC detectors with enrichment up to 92%. These large
detectors provide excellent energy resolution and PSD at a reduced
background rate per mass (Chapter 6) [39, 113];

• Self-vetoing radio-pure detector holders made of PEN [117];

• Low-background near-detector parts from Majorana, such as the elec-
troformed copper and low-noise front-end electronics [39];

• Improvements in the LAr system, which we discuss below.

8.1 wls reflectors for the lar instrumentation of legend

The LAr system has played a major role in suppressing background in Gerda
1.

For Legend-200, the LAr instrumentation was modified in order to decrease
its radioactivity while increasing its efficiency. These modifications included:

• Removal of top and bottom PMTs, due to their lower radio-purity
compared to the fibers.

• Increase in the fiber density to guarantee efficient light collection despite
the removal of the PMTs.

• SiPM readout on the bottom sides of the fibers, in addition to the readout
at the top, further improving the efficiency of light collection.

• Installation of a system that monitors the attenuation length and triplet
lifetime of LAr, key indicators of the optical quality and light yield of
the LAr [87].

• Installation of a WLS reflector surrounding the fiber array in order to
enhance the light collection, as illustrated in Figure 8.2.

The WLS reflector (or short WLSR) is essential for Legend-200, as the fibers
are now much closer to the HPGe detectors and collect less direct light from
events that scatter at greater distances. The WLSR was thus optimized to be
at an approximate distance of 40 cm from the HPGe crystals – a value about
twice the attenuation length of 2.6 MeV γ rays in LAr (Table 4.1). By shifting
VUV light towards the blue and reflecting it towards the fibers, the WLSR
not only enhances the light collection from the scatters a bit further away, but
also from nearby ones. This is because the WLSR ‘recovers’ blue light emitted

1 The exact suppression factor depends on the specific type of background and its location
within the experiment. Estimations from [118] indicated survival probability (after LAr veto
in the 0νββ-decay analysis window) of 0.3% for 228Th, 15% for 238U and 10% for 60Co.
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 HPGe 
strings

WLS
reflector

VUV
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blue
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⌀ 0.6 m

⌀ 1.4 m

Figure 8.2: The strings of HPGe crystals
are surrounded by WLS fibers arranged
in two concentric cylinders. The fibers
are coated with TPB, which absorbs the
VUV light induced by an event in LAr
and re-emits it at wavelengths that can
be absorbed and re-emitted by the fibers
(as in Figure 5.1). The fibers re-emit the
light in green, which undergoes inter-
nal reflections until reaching the SiPMs.
TPB-coated WLS reflectors surround the
fibers, shifting VUV scintillation light
and reflecting visible light towards the
fibers2.

in all directions by TPB by reflecting it towards the fibers. This process is
represented by the reflection of the dashed arrow in Figure 8.2. Furthermore,
the WLSR reduces the dead time from the LAr system by preventing light
from external 39Ar decays from reaching the fibers within the shroud.

For the large scale of Legend-1000, extensive coverage of WLSR will be
required. In the baseline design, 400 HPGe crystals (1000 kg) are housed
within an electroformed copper reentrant tube [39], contained within a cryostat
filled with atmospheric LAr, as depicted in Figure 8.3.

Figure 8.3: Legend-1000 design. The in-
ner copper tube (� 1.9 m) houses the de-
tectors and the fiber instrumentation sub-
merged in ∼20 tons of underground LAr.
The tube is inside a 10 m tall (�6 m) cryo-
stat, instrumented with neutron moder-
ating panels, filled with ∼180 tons of at-
mospheric LAr. A PMT-instrumented
water tank contains the cryostat and
serves as a muon veto. Experimental
site: LNGS. Fig. credit: P. Krause.

The volume within the copper tube is filled with underground LAr, which
has lower levels of cosmogenic 39Ar and 42Ar isotopes3. In order to maximize
light collection within this volume, the inner copper walls will be covered with
WLSR, similar to the current implementation in Legend-200. For Legend-
1000, a TPB in-situ coating is not viable. While the copper tube (� 1.9 m) is

2 Further details on on the cooling, shielding, and vetoing capabilities of the LAr instrumenta-
tion, as well as the muon veto, are provided in Section 6.2. Further technical specifications of
the fibers, SiPMs and monitoring system are provided in [87], and the LAr scintillation and
WLS mechanisms are detailed in Chapter 5.

3 This depletion of cosmogenic isotopes in LAr is crucial for Legend-1000 to achieve the ∼ 10

fold background reduction, compared to Legend-200.
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not much larger than the WLSR (� 1.4 m), its distinct inner volume poses
challenges for the vacuum and setup necessary for in-situ evaporation.

In the atmospheric argon part, the light collection system serves multiple
purposes. Firstly, it allows for tagging γs that interact outside the copper
tube, but could still reach the HPGe crystals. Secondly, the system plays a
crucial role in detecting events correlated with neutron capture in HPGe. As
discussed in Section 4.2, the suppression of this background, mostly caused
by muon-induced neutrons, is essential for operating Legend-1000 at LNGS.
These neutrons are primarily produced within the LAr and its cryostat [67].
While neutron moderators can partially prevent them from reaching the HPGe
crystals, the instrumentation of the atmospheric LAr volume further enhances
background suppression by tagging γs resulting from neutron interactions,
such as the production of 41Ar, which is often associated with the neutron-
induced background in the HPGe detectors, as detailed in [39, 67].

The design of the instrumentation for this component is still ongoing,
and various possibilities are considered, such as surrounding the neutron
moderators and the outer part of the copper tube using WLS fibers or light
guides covered with WLS while covering the tube and cryostat walls with
WLSR. Regardless of the design, the atmospheric argon system requires
extensive WLS and WLSR coverage, approximately ten times larger (or more)
than the currently employed. To meet these requirements, alternative scalable
options for WLSR based on PEN films have been tested.

The next three chapters of this thesis present the characterization of several
TPB coatings and PEN films combined with reflectors. The goal was to
develop and characterize an efficient WLSR not only for Legend but also
for future large-scale LAr-based experiments or practical UV-light detectors.
These chapters are presented in a sequential manner, following the timeline
illustrated in Figure 8.4.

ii) L-200 WLSR
construction  

(Chapter 10)

2019 2020 2022

i) WLSR R&D 
for L-200

(Chapter 9)

iii) WLSR charac. 
L-200/L-1000
(Chapter 11)

in-situ 
evaporation

1st charac.
campaign 

2nd charac.
campaign

2021

Figure 8.4: The WLSR work for Legend is presented here in three parts. The first two
chapters describe the R&D, construction, and characterization of the WLSR specifically
designed for Legend-200: Chapter 9 presents the measurements conducted to select
efficient and radiopure WLSR materials; Chapter 10 focuses on the construction of a
setup for the in-situ evaporation of TPB inside the Legend-200 cryostat. Chapter 11

details the characterization of the WLSR with microscopy and in LAr, including a
comprehensive investigation of PEN thin films, which was conducted during two
separate measurement campaigns.
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9
R & D O F WAV E L E N G T H - S H I F T I N G R E F L E C T O R S F O R
L E G E N D - 2 0 0

In Gerda, TPB was applied to the WLS fibers through vacuum evaporation,
and to the Tetratex® (TTX) of the copper shrouds by dipping. These coatings
were performed ex situ, and the coated materials were later installed in the
cryostat via the lock system. For the ∼13 m2 of WLSR required for Legend,
the installation via the lock system (� 0.8 m) was not possible without bending
the materials due to the larger diameter of the WLSR.

As discussed in Section 5.2, TPB coatings are highly efficient, especially
when applied through vacuum evaporation. While TPB could still be applied
to the WLS fibers in Legend, its fragile vacuum-evaporated coatings would
not withstand the bending and rolling required for the WLSR installation. The
design considerations for the WLSR thus included the mechanical stability
of the WLS coating and the preservation of the WLSR quality after instal-
lation. On the reflector side, TTX is highly reflective but thin and flexible,
necessitating additional mechanical support.

To address the challenges of installing a large WLSR in Legend, various
options for reflectors, WLS materials, and coating thickness were explored.
The goal was to investigate the optical properties of more mechanically stable
materials, such as PEN films and standalone copper reflective foils, and to
evaluate the trade-off between optical efficiency and mechanical stability.
The results of this study are presented in the following sections. For more
information on TPB and PEN, please refer to Section 5.2.

9.1 optical characterization of wlsr materials with uv-vis

light

An efficient PEN or TPB-based WLSR should efficiently reflect the light re-
emitted at wavelengths from 360 nm to 600 nm. As a first R&D step, we
thus measured the reflectance of a few substrates and quantified the effective
absorption of the TPB and PEN films in response to these wavelengths. This
range corresponds to the visible spectrum where the shifters predominantly
emit light – this will be referred to as vis throughout our discussion.

Samples

The samples investigated in this chapter are listed in Table 9.1. The microp-
orous PTFE-based film TTX was acquired from Donaldson with a thickness
of 254 µm [119]. Pieces of TTX were attached to copper plates, which served
as mechanical support for the thin reflective film (Figure 9.1, left). Given
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Table 9.1: Sample list: the short sample names are shown in the first column. The
WLS and reflective films were first measured separately (bare samples). Then, the
combinations of WLS films on reflective films (WLSR samples) were measured. All
PEN samples are sanded. TPB(∗) was deposited on thin low-reflective glass, and its
measurement is thus considered to be approximately that of ’bare’ TPB.

Bare Samples
Sample name Film material Film thickness
TTX Tetratex® 254 µm
Cu foil Copper thin foil 50 µm
PEN Polyethylene Naphthalate 125 µm
TPB(∗) Tetraphenyl Butadiene 3.0 µm

WLSR samples
Sample name Reflective film WLS film WLS thickness
TTX + TPB TTX TPB 0.2, 0.8, 1.0 µm
TTX + PEN TTX PEN 125 µm
Cu foil + TPB Cu foil TPB 0.8 µm

its advantageous mechanical stability and radiopurity, the copper foil was
also investigated as a reflective substrate for TPB deposition. TPB was then
vacuum evaporated onto the surfaces of the copper foil (shown in Figure 9.1,
right), TTX, and glass substrates. The glass substrates were used to obtain
TPB samples without reflective backing and for later measurement of the
evaporation thickness (performed with a profilometer as in [120]).

Figure 9.1: TTX sample attached to
a copper plate (left) and a copper
foil partially evaporated with TPB
(right). The TPB coating changes
the appearance of the foil, which
becomes slightly white and diffu-
sive.

Teonex® PEN film was acquired from Goodfellow [121] with a thickness of
125 µm, biaxial orientation and grade Q53. The film was sanded with grade
P240 sandpaper in random directions, then ultrasonic cleaned in a bath of
isopropanol. One piece of PEN was attached (with an air gap in between) to
TTX.

Setups

These measurements were performed at the Technical University of Munich
(TUM) using a LAMBDA 850 UV/vis spectrophotometer from PerkinElmer
with a 150 mm integrating sphere (IS) and a Cary Eclipse spectrophotometer.
In the IS, the light reflected (or re-emitted) by the samples is integrated at all
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angles. As part of the light from samples with TPB or PEN is absorbed by
them and shifted to longer wavelengths, we used the Cary Eclipse spectropho-
tometer to resolve the emission wavelengths and decouple these components.
As shown schematically in Figure 9.2, both setups have monochromators that
precisely select the wavelength of light that is directed towards the sample.
However, while the first provides the integrated angular response (hemispher-
ical reflectivity), only the latter can resolve the wavelength of light that exits
the sample.

IS

PMT

sample
8°

R
E

wavelength-
  resolved

spectro-
 meter

a) b)

Incident beam (360nm<λi<600nm)  
Specular/diffuse reflection Shifted emission

Figure 9.2: a) In the integrated measurement, the light enters the IS and reaches the
sample, which is at an angle of 8°. Most of the diffuse and specular reflection of the
sample are integrated by the IS before detection by a Hamamatsu R955 PMT [122].
b) In the wavelength-resolved measurement, the spectra of the reflected/scattered
light (R) and shifted emission (E) are measured by a calibrated spectrometer. In both
setups, the sample holder backing the sample was not reflective1.

Procedures, Analysis and Results

The samples listed in Table 9.1 were measured in air at room temperature. The
setup with the IS was first calibrated using a spectralon standard reflector. The
TTX sample was repeatedly measured as a control of systematic uncertainties,
which were found to be negligible. Figure 9.3 shows the integrated intensity
measured with the IS.

For the samples that do not shift light, the measured intensity is the absolute
reflectance of the sample. For the samples with WLS, this intensity is the
sum of the light reflected (or back-scattered) by the sample and the light
absorbed by the WLS and then emitted at longer wavelengths. To decouple
these contributions, we used the wavelength-resolved measurements shown
in Figure 9.2 (b). In these measurements, a total of 12 spectra were acquired

1 To additionally prevent stray light and second-order peaks from reaching the photodetector
in (b), excitation and emission filters were used, which blocked light outside the ranges from
335 nm to 620 nm and from 360 nm to 600 nm, respectively.
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Figure 9.3: Absolute reflectance (or intensity) measured with the IS.

for each sample: one per incident wavelength (λi) from 370 nm to 590 nm,
with a 20 nm step2. An example is shown in Figure 9.4, top.

We then integrated the reflection R(λi) and emission E(λi) components of
each λi-spectrum and calculated the fraction due to the emission component:

E f (λi) =
E(λi)

E(λi) + R(λi)
. (9.1)

This fraction is used to correct the integrated intensity IIS(λi) of WLS
samples measured with the IS as shown in Figure 9.4 (bottom) and described
by the following equation:

Icorr
IS (λi) = IIS(λi) · [1 − E f (λi) · F (λi)], (9.2)

where F (λi) is a correction for the PMT response in the wavelength regions
of the two components [122]. For the TTX+WLS samples, Icorr

IS (λi) can be
written as:

Icorr
IS (λi) = IW

R (λi) + I∗TR(λi), (9.3)

where IW
R (λi) is the portion of light that is directly reflected (or scattered)

by the WLS film, which corresponds to the Icorr
IS (λi) of the shifters measured

without reflective backing. I∗TR(λi) is a more complex convolution of pro-
cesses: a fraction of the total light intensity traverses the WLS film (with
probability IW

T (λi)), is reflected by TTX with probability RTTX(λi) (known
from Figure 9.3), and then traverses the film again. This can be approximately
described as:

I∗TR(λi) ≈ IW
T (λi) · RTTX(λi) · IW

T′ (λi) · [1 + IΓ(λi)], (9.4)

2 The entire procedure was performed at 30◦ and 45◦: no significant dependence on the angles
of incidence was observed.
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Figure 9.4: Measurements
of a TTX+TPB sample.
Top: Wavelength-resolved
spectra for each λi. The
peak of reflected light
R(λi) is at the position
of λi, and for λi ≲
410 nm, a broad peak of
shifted emission E(λi) is
also present. Bottom: In-
tegrated intensity IIS(λi)
before (solid line) and af-
ter (◦) correction of the
emission fraction. Error
bars are not shown given
they are negligible, as
aforementioned.

where IΓ(λi) is a correction factor that accounts for multiple scatters between
the film and TTX3, and we consider IW

T′ ≈ IW
T . Equation 9.3 and Equation 9.4

show that the Icorr
IS (λi) of the WLSR combinations is a measure of both their

efficiency in reflecting vis light, and the vis transparency of the WLS films,
IW
T (λi) - which can be thus extracted from these equations. We can then

obtain the effective absorption fraction of the PEN and TPB films for the vis
wavelengths:

IW
α (λi) = 1 − IW

R (λi)− IW
T (λi). (9.5)

The results are shown in Figure 9.5. For the absorption fraction of the
TPB films, we assumed a ±60% uncertainty on the estimation of IW

R (λi) from
TPB(∗) - given that the TPB thickness was larger and its substrate was not
completely non-reflective4. The resulting errors (shaded bands) are small at
wavelengths that are mostly absorbed and large above ∼420 nm, where the

3 A photon could scatter n-times between the WLS film and TTX, adding [RTTX(λi) · IW
R′ (λi)]

n

terms to IΓ. We neglect high orders (n>3) of these reflections, as the vis-reflectance of PEN or
TPB is not high.

4 The thin glass substrate might contribute to up ∼25% of the IW
R measured from TPB(∗)

(assuming the reflectance of the glass is <8%).
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overlay below this value).
The uncertainty bands are
discussed in the text.

absorption fraction is low. For the absorption fraction of PEN, we also assume
a conservative ±60% uncertainty on IW

R (λi)
5.

Discussion

The reflectance and absorption spectra are important parameters for the
design and material selection of an efficient WLSR. The reflectance of TTX
- shown in Figure 9.3 - is ≳94.5% at the emission peak of TPB at ∼ 425 nm.
The combination of WLS and reflector that presents the best reflectance (and
lowest absorption) is TPB on TTX. TTX, however, requires a material for the
mechanical support. Coating TPB directly on radiopure and mechanically
stable copper, or coupling TTX to PEN would avoid needing a three-layered
structure (copper plate + TTX + TPB). However, the reflectance of TPB coatings
on Cu foils was low: less than half of that from TPB on TTX, as shown in the
same figure.

Given the white appearance of thick coatings of TPB, we investigated
whether a 3 µm layer of TPB could act as the reflector of visible light. The
results from TPB(∗) 3 µm show that TPB alone is not a good reflector; its
reflectance is below 40%.

The integrated intensity from the TPB coatings on TTX was approximately
independent of coating thickness for light above 420 nm: the values were
almost as intense as the ones from the bare TTX. Thus, thicker (∼ 1 µm)
coatings of TPB are preferred for a TTX-based WLSR: the coating is thick
enough to fully absorb the VUV light6 while the light is not significantly lost
to scattering and absorption.

The absorption of light above 420 nm by 1 µm of TPB might be well below
1%, as shown by the lower error bands of Figure 9.5: thin TPB films might be

5 Although this IW
R is from the bare PEN, slight differences in its sanded surface and total

internal reflection within the film may lead to uncertainties. We thus assume a conservative
uncertainty on it.

6 The optimum light yield was measured for thickness between 0.5 and 1 µm of TPB on
TTX [87].
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thus ∼ absorption free in this region. Below 420 nm, TPB absorbs part of the
light and partially re-emits it. The absorption edge of Figure 9.5 agrees with
those measured by [123] and [100].

While sanded PEN reflected ∼30% of the light above 420 nm, TTX+PEN
reflected more than 80%: similarly to TPB+TTX, the reflectivity is dominated
by the TTX backing. Both PEN and TPB films absorb more than 10% of the
light below 410 nm. Around the emission peak of the shifters (∼ 425 nm), the
PEN film absorbs significantly more than the thin TPB films. This effect is also
seen in Figure 9.3: the lower intensity of PEN+TTX (compared to bare TTX,
or TTX+TPB) is due to the absorption of photons, either by PEN and/or by
both PEN and TTX7 after multiple reflections (within the PEN film or between
PEN and TTX).

While TTX+PEN reflects more vis light than Cu foil + TPB, there is room
for improvement in the performance of a PEN-based WLSR. This improve-
ment could be achieved by finding better coupling methods to the reflector,
exploring reflector materials, or decreasing its effective light absorption (for
example, by using a thinner film or employing optical coupling).

These results show that even if the QE of PEN was the same of TPB’s, the
light yield of a PEN-based WLSR would still be lower since more of the shifted
light is lost within it. Therefore, TPB vacuum coated on TTX demonstrated to
be significantly superior in terms of optical properties.

9.2 radiopurity & outgassing characterization

Besides the optical and mechanical considerations, the materials for the WLSR
are also selected in terms of radio-purity and outgassing. The requirement for
low outgassing is driven by the LAr quality. Materials can emit gases, such as
nitrogen or water vapor, which can degrade the light yield and transparency
of LAr to its own scintillation [62, 124].

Therefore, materials immersed in LAr must undergo testing to evaluate their
outgassing rate and ensure they do not introduce impurities into the LAr. This
aspect was important in the R&D of WLSR materials for Legend, particularly
considering the large surface area covered by the WLSR. In general, metals
are expected to exhibit lower outgassing compared to plastics, which tend
to be porous. As TTX is a porous material, it underwent outgassing testing,
which is described in Appendix B.

Radiopurity measurements

The important role the selection of radio-pure materials plays in the sensitivity
of the experiment was discussed in Chapter 4. While copper was selected
for its radio purity, TTX had the potential to contribute significantly to the
background in Legend-200 if not sufficiently pure. To assess its radio-purity,
a sample of TTX, weighting 930 g, with a surface density of approximately

7 TTX either absorbs or transmits the 1-RTTX fraction of photons.
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100 g m−2, was screened for 53 d using the HPGe γ spectrometer Gator. The
details about the setup, the analysis methods and simulations, are described
in Appendix A, while here we show the results and discuss them.

Table 9.2 lists the values and upper limits of activity measured in the screen-
ing of the Legend-200 TTX sample in comparison to the values measured
from the Gerda batch of TPB dip-coated TTX in 2015.

Legend-200 Batch (this work) Gerda Batch [105]
Isotope HPGe HPGe HPGe ICPMs

[mBq/kg] [mBq/m2] [mBq/kg2] [mBq/m2]
238U <26.4 <2.64 <115 0.15

226Ra 0.97 ± 0.38 0.097 ± 0.038 <11.6 -
228Ra (232Th) <1.56 <0.156 <15.3 0.07

228Th <1.48 <0.148 <9.79 -
235U <1.21 <0.121 <6.68 -
60Co <0.29 <0.029 <3.43 -
40K 7.20 ± 2.10 0.720 ± 0.210 <54.3 2.3

137Cs <0.48 <0.048 <3.58 -

Table 9.2: Upper limits (90% CL) and values of activities measured in the γ-ray HPGe
screening of the TTX sample and values measured with HPGe and ICPMS for the
TPB dip-coated TTX from Gerda. Units of the second and fourth column are shown
in mBq/m2. Both HPGe screenings were performed with Gator.

The values obtained for the Legend-200 batch are consistent with the upper
limits obtained in the screening of the Gerda TTX. The latter values are larger
due to the lower exposure: only ∼200 g of material were screened for 10 d, as
compared to ∼1 kg for over 50 d in this work.

The limits here obtained for 238U and 232Th are orders of magnitudes
larger than the activities of these isotopes measured in the nylon used in the
minishrouds of Legend-200, which are O(100 µBq kg−1) [125]8. While the
total mass of TTX deployed in Legend-200 is similar to that of nylon9, the
distance between TTX and the detectors is much larger: over 40 cm, compared
to ∼1 cm for the nylon minishrouds. The flux of particles at this larger
distance is further reduced as a result of attenuation in LAr (Chapter 5).

Therefore, the background contribution from TTX is negligible compared to
that of nylon. The dominating contributions to the background in Legend-200
are expected to come from cables and 42K from the LAr [126]. The values
and limits measured in this work show that TTX fulfills the radiopurity
requirements for Legend-200. This assessment was not performed for TPB, as
it is employed in very small amounts (only a few grams in total).

8 Assuming the radiopurity of Nylon did not improve since Gerda.
9 The total mass of nylon deployed in the seven strings of Gerda was ∼200 g. This value scaled

to Legend-200, amounts to around 1 kg of nylon, which is approximately the mass of TTX
deployed in Legend-200 ( 1.32 kg).
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9.3 conclusion

In this R&D study, the reflectance and absorption spectra of different WLSR
materials were investigated. TTX alone showed high reflectance, which was
mostly kept when TPB layers were present. Coating TPB directly on copper
or coupling TTX with PEN were explored as alternatives. However, TPB
on copper had low reflectance, while PEN showed higher reflectance but
significant effective absorption. TPB vacuum coated on TTX was thus the
superior choice for the WLSR in Legend-200, considering its optical properties.
PEN was later further investigated as a candidate for Legend-1000.

Regarding the radiopurity and outgassing requirements, the respective
measurements from TTX yielded satisfying results. Thus, we selected TTX
coated with a thickness of 600 nm of TPB for the WLSR of Legend-200.

To ensure the mechanical stability of the WLSR during installation and
maintain a high-quality coating, we adopted a specific approach: ex-situ
attachment of TTX to copper, followed by the installation of this assembly
inside the cryostat, and finally, in-situ evaporation of TPB on the TTX surface.
The details regarding this process are provided in the next chapter.
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The WLSR of Legend-200 consists of a three-layer structure: copper foils for
mechanical support, TTX as a reflector, and TPB as a WLS layer. The WLSR
production involved attaching TTX to copper foils in a clean room, assembling
them inside the cryostat, and coating them with TPB in situ.

The task of attaching TTX to copper foils and installing them inside the
cryostat was undertaken by collaborators and is detailed elsewhere [127]. The
TTX used in this assembly came from the same batch used for the optical,
outgassing, and radio-purity characterizations discussed in the previous
chapter. This chapter describes the construction of a system for evaporating
TPB onto ∼13 m2 reflective TTX shroud assembled inside the cryostat.

10.1 construction of a tpb vacuum evaporation system

The R&D and construction of the evaporation system involved collaboration
between the TUM and UZH. The TUM team built the evaporation crucible, a
container with a cylindrical (2π) opening used to heat TPB to its sublimation
temperature [127]. The work presented here was performed at the UZH and
focused on the cabling, feed-throughs, and, most importantly, the system
that moved the crucible and cables along the reflective shroud, depicted in
Figure 10.1.

Coating such a large surface in situ was challenging due to the tight con-
straints imposed by the vacuum level and by installing the structure inside
the cryostat. The various aspects considered in the design of the evaporation
system are described below.

Evaporation requirements

• Vacuum level: To ensure effective deposition of TPB onto the TTX within
a distance of approximately 0.7 m, a vacuum level of 10−5 mbar was
necessary during the evaporation. This is the vacuum level described
in [128, 129] as ideal for an evaporation distance of 0.85 m, resulting in a
mean free path of TPB molecules of ∼1.5 m.

• Deposition rate and temperature: Several factors influence the deposi-
tion rate, including the opening size of the crucible, the distance between
the crucible and the surface, and the heating temperature of the crucible.
The latter is crucial as it determines the kinetic energy of TPB molecules,
ensuring that they reach the TTX surface with adequate energy for
proper adhesion rather than undergoing elastic collisions.
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• Homogeneity and axial positioning: to guarantee a homogeneous de-
position, the evaporator should move precisely along the vertical axis,
maintaining a centered position with centimeter precision. This move-
ment should repeat multiple times, ensuring that the coating is consis-
tent throughout the entire z-length and compensating for any potential
variations in the deposition rate.

• TPB thickness, crucible volume, and opening: The amount of TPB
necessary for coating ∼1 µm of TPB on the surface of TTX was ∼20 g.
The crucible was thus designed to accommodate this amount and allow
TPB to exit through the lateral of a cylindrical opening. The crucible
was divided into a body and a lid, both heated separately to maintain
a consistent temperature. No obstructions were allowed around the
cylindrical 2π opening to ensure the unimpeded exit of TPB molecules.

While these considerations were most relevant for the design of the crucible,
they also had implications for the design of the system to move the evaporator.
For instance, they influenced the precision of crucible movement, power,
and weight requirements for the crucible and cables, as well as the vacuum
requirements for all components involved. Therefore, considering these
aspects was essential for the design of the evaporation system. The crucible,
constructed with aluminum and surrounded by heating coils, was built and
tested by the TUM team. The setup to move the evaporator is described below.

Evaporator moving system

To ensure a uniform coating, the movement of the evaporator within the WLSR
was crucial. The system depicted in Figure 10.1 was designed to achieve this
goal with centimeter precision in all axes. The several components of this
system are described below.

1. A modified version of the source insertion system (SIS): This system
was employed for the precise and automated movement of the crucible
within the WLSR center during evaporation. Originally designed for
moving sources along a stainless steel band [64, 130], the SIS underwent
several modifications to repurpose it for this specific task:

- An additional gear was incorporated and the clutch was modified
accordingly to increase the torque output, allowing the system to
handle heavier loads;

- A deviation piece with two rollers was added to redirect the steel
band to a central position. This was necessary because a central
flange was unavailable, requiring an alternative arrangement;

- New attachment pieces were designed to secure the crucible to the
steel band and to initialize the system via a new switch.
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1)

2)

3)

4)

Figure 10.1: Left: Schematic of the TPB evaporator being lifted inside the Legend-200

cryostat by the modified insertion system mounted to the flange (1). During this
movement, a cable support structure (2) steadily pulled its cable bundle (3). The
bottom inset shows the evaporator in its parking place (4), where the rods shown
hold a quartz monitoring crystal and a counterweight. Right: TTX Reflective shroud
inside the cryostat as viewed from above before (top) and during (bottom) the TPB
evaporation. The latter was photographed under UV illumination.

Following these modifications, the system was able to reliably pull the
additional weight and cable pull of the evaporation system (∼5 kg) with
a speed of 3 mm s−1 and a tested maximum pull capacity of 15 kg.

2. Cable support structure: Considering the inherent torsion of the cables
and the flexibility of the SIS steel band, a system was implemented to
maintain the cables straight, facilitating their movement alongside the
evaporator. The structure consisted of two pulleys connected to 1.8 kg
and 2.4 kg weights. These weights caused the pulleys to move up and
down in coordination with the crucible attached to the SIS. The masses
of these weights were optimized to ensure smooth cable movement
while minimizing the exerted force on the SIS1.

The cable support structure, measuring 2.6 m in size, accommodated
the 10 m cable length when the evaporator was positioned at its lowest
point. Despite the WLSR spanning 3 m, the evaporator and cabling had
to cover a distance of over 8 m from the starting position at the flange to
the bottom parking position.

3. Cable bundle: The system required ten cables for temperature and
deposition monitoring, along with four thicker cables for power supply.

1 To measure the pull exerted by the pulley system on the SIS, the SIS current was calibrated
against different weights. The measured pull ranged from 1.2 kg to 2.5 kg, with variations
attributed to friction within the system.
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Given the extensive travel distance of the evaporator, the combined
weight of the cables was over 1 kg. However, much of the force exerted
on the SIS resulted from the pull applied by the pulley system to
straighten the cables. Especially if the cable bundle was not uniform, the
tension on the SIS spiked to much higher values. To minimize this issue,
several bundling methods were tested, with the pull on the SIS being
monitored while the system moved the bundle. The optimal strategy
was to bundle the cables with 0.5 cm thick heat shrink attachments
spaced at approximately 10 cm intervals. Cables with polyurethane
insulation were selected for their flexibility and low outgassing rate.

4. Evaporator parking place: While heating up the crucible to its operat-
ing temperature, it was necessary to cover its opening to prevent the
dispersion of TPB inside the cryostat. For this purpose, a cylindrical
‘parking place’ cover was built. To ensure the SIS band would not con-
tinue moving the evaporator down after reaching the parking position,
a switch was installed. This switch sent a signal to the system upon
contact with the parked evaporator.

The evaporation system was designed to meet strict spatial constraints
and facilitate the installation process. The cryostat, approximately 8 m tall
(including the neck) and 4 m wide, could only be accessed from the top
through a � 0.8 m hole. All structural components thus had to pass through
the cryostat opening, be carried inside using a human lift, and fit within the
limited space under the WLSR (around 1 m).

All parts were thus selected to facilitate their mounting within the limited
space of the cryostat, which had a curved floor. Moreover, the outgassing
properties of these materials were considered, as the goal was to achieve a
vacuum level of ∼10−5 mbar within the large cryostat within a day, utilizing
a turbo pump with a pumping speed of 900 l/s. Materials containing plas-
tics, such as cables and pulleys, underwent outgassing tests as described in
Appendix B.

To develop the system, a test setup was utilized during the design phase,
conducting tests in the assembly hall of the UZH using the 7 m high platform
to place the SIS. Once the components were manufactured, their assembly and
stability were thoroughly tested to ensure proper functionality and reliability.

10.2 in-situ evaporation

The evaporation procedure happened in December 2020. The TUM team
entered the cryostat through the cylindrical reflective shroud and assembled
the cable support structure. The UZH team provided support on the upper
part of the cryostat and assembled all the SIS and flange components. The
evaporator crucible was filled with 25 g of TPB. The cryostat flange was
closed, and the TPB evaporator was lowered into the cryostat to its designated
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parking position. The cryostat was pumped to ∼10−5 mbar, and the crucible
was heated to ∼150 ◦C.

Once the desired temperature was reached, the crucible was moved to the
starting position of the WLSR. The SIS was setup to continuously move the
crucible along the WLSR, with steps of 10 mm and short pauses of few seconds.
The evaporation rate was verified using the quartz deposition monitor. The
blue emission of TPB covering the reflector was also observed using a UV
lamp, as shown in Figure 10.1 (right).

The evaporation process was conducted in two runs. In the first run,
technical issues led to a very low evaporation rate, with only ∼1.5 g of TPB
evaporated within ∼30 h. The primary issue was that the target temperature
of the crucible was not achieved. Especially its lid was not warm enough,
leading to the accumulation of TPB on its surface, blocking the evaporator
opening. The cause of the overall lower temperature was the faulty readout
of the temperature sensors. This issue was promptly identified and resolved.
Additionally, the stainless steel piece holding the evaporator to the steel band
was modified to minimize heat transfer and decrease the temperature gradient
between the body and lid of the crucible.

The second run began the same day with the cryostat being pumped again.
The same procedures were followed, but this time a 20-times higher evap-
oration rate was achieved. After ∼15 h, the full content of the crucible was
evaporated, and the reflector was covered with 600 nm of TPB. Samples of the
coated reflector, called ‘witness’ samples, were taken for optical characteriza-
tion using VUV light at TUM and in LAr at UZH.

10.3 conclusion

This chapter described the construction process of the WLSR, focusing on
the in-situ TPB coating on the reflective TTX shroud inside the cryostat.
To accomplish this task, a TPB vacuum evaporation system was designed,
taking into consideration the spatial and vacuum requirements associated
with executing a vacuum evaporation inside a cryostat. This system was
employed in December 2020, and the large-scale coating of the TTX shroud
inside the Legend-200 cryostat was successfully achieved. The resulting TPB
coating is highly uniform, and presents a high light yield, as described in the
next chapter.
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This chapter describes the optical characterization of the specific WLSR of
Legend-200, along with the R&D of PEN-based alternatives for Legend-1000
and other large-scale LAr-based experiments. The characterization work was
conducted during two campaigns, between 2020 and the beginning of 2021,
and in spring 2022.

During the first campaign, microscopy and LAr measurements were per-
formed on TTX, the Legend-200 WLSR, and a PEN film. These measurements
served as inputs for Geant4 simulations, where the simulated parameters were
tuned to match the measured response of TTX, TPB, and PEN. The aim was
to extract the reflectivity or quantum efficiency (QE) of these materials in re-
sponse to LAr scintillation. The findings of this campaign, summarized in [4]
and in this chapter, revealed that PEN exhibited a good efficiency in shifting
VUV photons. However, there were still unresolved questions regarding the
optimization of the light yield (LY) from a PEN-based WLSR.

Motivated by these questions, the second characterization campaign focused
on testing various PEN films of different material grades, film thickness,
surface treatments, and coupling with different reflectors. Microscopy was
employed to characterize the different surface treatments and measurements
in LAr were conducted to directly compare PEN-based WLSRs.

As many of the procedures of both campaigns are similar, they are described
in parallel in this chapter. Section 11.1 presents the characterization with
microscopy, Section 11.2 describes the measurements in LAr and their data
analysis. While the assembly and operation of the LAr apparatus were alike
in both campaigns, the primary analysis approaches differed. This chapter
provides a detailed description of the analysis developed for the second
campaign1.

Section 11.3 describes the LAr simulations conducted to complement the
results of the first campaign. Since the optical parameters of interest were
already extracted using these simulations, and the focus of the 2022 campaign
was on directly comparing PEN-based WLSRs, no further simulations were
performed. Each section is accompanied by its results, which are collectively
discussed in the final section.

1 In the first campaign, the main analysis of the LAr data was conducted by Vera Wu as part
of her MSc thesis [3]. During the second campaign, PhD students from other institutions
assisted with the operation of the setup at UZH for a few weeks, but only the analyses
performed by myself are described here. For more information, please refer to the preface.
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11.1 microscopy imaging

In order to examine the uniformity of TPB coverage on the in-situ evaporated
TTX of Legend-200, a ’witness’ sample was imaged with microscopes. This
characterization served two purposes: to verify the quality of the evaporation
process and to ensure that the sample met the requirements for accurate QE
estimation in this study, as a non-uniform TPB coverage on the sample could
lead to an underestimation of its QE.

Since a single TPB molecule is much smaller than the pores of TTX (1 nm
compared to 250 nm [131] for the pores2), scanning electron microscopy (SEM)
was employed to assess whether TPB effectively filled the pores in TTX. To
evaluate the coating uniformity at larger scales, fluorescence microscopy was
employed.

Additionally, PEN films were imaged to investigate their surface and how
the photons emitted by it reflected within the film, with the aim to gain
more understanding about light trapping within the film. For this purpose,
fluorescence microscopy was employed.

11.1.1 Samples, procedures & setups

The measurements were performed on various samples, which are described
in Table 11.1. TTX+TPB (L) is a ‘witness’ sample of the in-situ evaporated
Legend-200 WLSR. To investigate the effects of LAr immersion and ambient
light exposure on this sample, one piece went through two five-day-long
immersions in LAr, while another sample was partially exposed to ambient
light for approximately two weeks3.

To compare the quality of the TTX+TPB (L) coating achieved in the in-situ
evaporation, a sample of TTX dip-coated with TPB, TTX+TPB (D), was also
measured. This sample was prepared for Gerda, as described in [130], and
has been kept since then inside a container in a cupboard at UZH.

The PEN samples, all biaxially oriented Q53 grade films from Teonex® (as
in Chapter 9), initially have a smooth surface. As described in this previous
chapter, they were sanded to create a rougher surface on both sides, using a
P240 grit sandpaper. For the second campaign, additional 25 µm films of the
same type were acquired and sanded using a machine with P400 and P600

grit sandpaper, but only one side of the films was sanded.
The samples imaged with SEM were sputter coated with 2 nm of platinum

using a safematic sputter coater. Each sample was scanned in 3 to 4 spots with
a Zeiss GeminiSEM 450 field emission SEM. The image sizes varied, ranging
from around 1 mm to 1 µm, with a resolution on the order of 10 nm.

2 The value of 1 nm was estimated by the sum of benzene rings and C-C bonds, or by dividing
its molar mass by its density.

3 The sample was kept inside a glass box and half of it was covered, so that half of the sample
was exposed to light, but none of it was directly exposed to humidity and dust.
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Table 11.1: Description of the samples measured with microscopes.
Name description measurement
TTX bare Tetratex® 254 µm film SEM
TTX + evaporation witness sample, SEM &
TPB (L) kept in dark fluorescence mic.
TTX + TTX+TPB (L) after SEM
TPB (L)(2) 2 immersions in LAr
TTX + TTX+TPB (L) partially fluorescence mic.
TPB (L)(E) exposed to ambient light
TTX+TPB (D) TPB dip-coated, kept in dark fluorescence mic.
PEN (HS) bare 125 µm film, ‘hand-sanded’ fluorescence mic.
PEN (MS) bare 25 µm film, ‘machine-sanded’ fluorescence mic.

For the fluorescence microscopy imaging, a Widefield Leica Thunder Imager
3D was used. The wavelength of the excitation light was 390 nm, and an
additional filter with a range of 375 nm to 405 nm ensured the light was
monochromatic. To prevent the 390 nm excitation light from reaching the
detectors in case of reflection by the sample, a dichroic mirror with a cutoff
at 415 nm was employed. The fluorescence response from the sample, with a
wavelength above 415 nm, was collected by the objective and recorded using
the setup’s camera.

11.1.2 Results

Figure 11.1 shows SEM images of bare and TPB-coated TTX samples. The
tubular structures of TTX are shown in yellow, with a diameter consistent
with the measurements reported in [131] (∼250 nm). The pores of TTX are
well covered with TPB (shown in blue), indicating a homogeneous coating.

Figure 11.1: SEM images (900 nm scale bar) of TTX and TTX+TPB (L)(2). The re-
spective images were colored in yellow and blue to ease the observation of their
structures.

75



Figure 11.2: SEM images of TTX (top), and TTX+TPB (L) before and after two
immersions in LAr (middle and bottom, respectively). The scale bars of the figures
on the left and right are 6 µm and 2 µm respectively.

The images in Figure 11.2 further confirm the homogeneous distribution of
TPB at larger scales (several µm), with no regions lacking TPB4.

These SEM images also enable the visualization of the TPB structure, which
can vary depending on the coating technique and cooling rate [132–134].
The crystalline shape of TPB observed from these samples is needle-like,
which is the common shape of the alpha-form of TPB [133]. Among the
reported TPB structures [132–134], the alpha is the most frequent and stable at
room temperature [133]. It exhibits a tighter packing and has a different UV-
vis absorption spectrum than other crystalline forms [134]. The needle-like
structures observed in the images have sizes up to a few µm, being thus larger
than the nominal coated thickness (600 nm), an observation also reported
by [128, 135].

4 It is important to note that not all structures may be visible in SEM images due to the reduced
scattering of electrons from areas with less or no platinum coating.
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While the alpha-form is dominant in films produced by sublimation [132,
133], vacuum-evaporated TPB samples may not always exhibit needle-like
structures, and the homogeneity and light yield of the coating can vary
depending on the evaporation conditions [87, 136, 137].

The third row of images in Figure 11.2 shows TTX+TPB (L)(2). Consis-
tent with the observations in [128], no clear damage to the needle-like TPB
structures is observed after immersions in LAr5.

The left figures of Figure 11.3 and Figure 11.4 show the single and multiple
fluorescence microscopy scans of TTX+TPB (L). The scans of dip-coated
TTX+TPB are shown on the right for comparison. The dip-coated sample
exhibits several large crystals and areas with less TPB coverage, leading to
inconsistent light emission. Quantifying the QE of TPB from such a sample
would introduce large errors due to the uneven TPB coverage.

In contrast, TTX+TPB (L) shows homogeneity at both the sub-µm scales
observed with SEM and at much larger scales (investigated with fluorescence
microscopy up to several cm2). The fluorescence intensity does not approach
zero or decrease significantly at any point. This uniformity of TPB can be
better visualized in the light intensity profiles of the microscopy scans, as
demonstrated by the bottom images of Figure 11.3.

The bottom image of Figure 11.4 demonstrates that a moderate two-week-
long exposure of one side of the TTX+TPB (L) sample to ambient light did
not affect its fluorescence intensity in response to UV light (390 nm). This was
further confirmed by analyzing the shape of the microscopy z-profiles.

Figures 11.5 and 11.6 provide detailed views of the scratches resulting
from sanding PEN films. While the exact width of the scratches appears
to depend on the sandpaper grit, their spacing is rather influenced by the
sanding method (machine or by hand).

Upon visual inspection under ambient light, the sanded films appeared less
transparent. However, in fluorescence microscopy, the light originates within
the film, with more light exiting the film through the scratches. This indicates
that the emitted photons by PEN may become ‘trapped’ inside the film due
to total internal reflection6. This is also expected to happen in LAr, since the
refractive index of LAr at visible wavelengths is only slightly higher than that
of air [138] and still significantly lower than that of PEN [139].

The effect of reduced transparency (to external light) caused by the scratches
can be observed in the middle image of Figure 11.6, taken in bright field mode:
the sample is illuminated from the back and less light is transmitted through
the scratches, giving them a dark appearance. While the microscopy images
helped to visualize the surface effects of PEN films in air, their response in
LAr was investigated with dedicated measurements described in the next
section.

5 This however does not provide quantitative information about the potential diffusion of TPB
into LAr, studied by [95].

6 While the probability of total internal reflection of light in the vis measurements of Chapter 9

was not high (the angle of incidence was 8°), the probability of total internal reflection by
photons emitted isotropically inside the film is much larger.
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Figure 11.3: Fluorescence microscopy images of TTX+TPB (L) and dip-coated
TTX+TPB (D). The images on the bottom show examples of the intensity ‘z-profile’ of
the light detected from the respective samples.

Figure 11.4: Top: Fluorescence microscopy images of TTX+TPB (L) and TTX+TPB (D).
Images are composed of multiple scans (’tiles’). The shadowing on the edges of each
tile is an effect of the central focusing point. Bottom: Tile scan of TTX+TPB (L)(E).
The left half of it underwent exposure to ambient light for two weeks. A shaded line
in the middle identifies the border between exposed and non-exposed areas.
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Figure 11.5: Tile fluorescence microscopy scans of PEN sanded by different methods
(HS, MS) and sandpaper grit (P240-600).

Figure 11.6: Microscopy images of PEN (HS) and (MS). The latter was imaged both
in fluorescence and in bright-field mode (shown in the middle).

11.2 liquid argon measurements

To develop and optimize WLSR materials for use in LAr, it is essential
to study their properties directly in LAr, as no other setup can provide
the specific refractive indices, VUV scintillation at 128 nm, and cryogenic
temperature at the same time. Key optical properties, such as reflectivity and
absorption, depend on the wavelength. The refractive index of the medium
also influences reflectivity, while QE often depends on temperature. Moreover,
when optimizing the LY of WLSR combinations, it is important to consider
mechanisms of light trapping within the WLSR materials, which are strongly
influenced by the medium.

In our first campaign, we thus characterized the reflectivity of TTX and the
QE of TPB and PEN in response to 128 nm light in LAr. For this purpose,
we initially characterized the setup using an absorber with known optical
parameters. Subsequently, we measured the reflective and WLSR samples,
which resulted in enhanced light detection compared to the absorber. The
measured LY was then used to tune a detailed optical simulation of the setup,
allowing us to extract the optical properties from the samples.

In the second campaign, we focused on testing various WLSR combinations
based on PEN. The primary objective was to understand the impact of optical
coupling, surfaces, and reflectors on the LY. These factors are strongly influ-
enced by the medium, emphasizing the importance of studying them in the
actual LAr environment.
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11.2.1 Samples, procedures & setup

The samples for measurements in LAr are listed in Table 11.2. To characterize
the LAr setup, a reference measurement was conducted using the Metal Vel-
vet™ foil from Acktar [140]. This foil is suitable for these measurements due
to its compatibility with low-temperature applications, minimal outgassing
properties, and reflectivity below 1% across a wide range of wavelengths,
from extreme UV to infrared [140].

Table 11.2: Samples measured in LAr in the first and second characterization cam-
paigns. All PEN films are from Teonex®. The dashes indicate that no optical coupling
or surface sanding method was employed. See text for details.

Reference Sample
Sample name Material
Absorber Metal Velvet™

Samples of 1st campaign
Sample name WLS thickness
TTX bare, no WLS
TTX+TPB (L) 0.6 µm
TTX+PEN (HS) 125 µm

PEN-based WLSRs of 2nd campaign
Sample name reflector grade thickness coupling sanding
TTX+Q53-25 (MS) TTX Q53 25 µm - MS P500

TTX+Q51-50 (HS) TTX Q51 50 µm - HS P240

TTX+Q53-125 (MS) TTX Q53 125 µm - MS P500

TTX+Q53-125 TTX Q53 125 µm - -
TTX+Q53-125 (HS) TTX Q53 125 µm - HS P240

ESR+Q53-125 ESR Q53 125 µm - -
Al+Q53-12 (HS) Alu Q53 12 µm epoxy adh. HS P240

Tyvek+Q53-25 Tyvek® Q53 25 µm SMP glue -

Among the samples included in the measurements are TTX and TTX+TPB
(L), which were previously described in the earlier sections and chapters. The
bare TTX sample was measured in LAr to understand its reflectivity of VUV
light. The TTX+TPB (L) sample from Legend-200 was measured not only to
characterize the specific WLSR of Legend-200, but also to quantify the QE of
TPB. Additionally, PEN-based samples were included as part of the R&D for
large-scale WLSR coverage.

The TTX+PEN (HS) sample was prepared as described in Chapter 9:
Teonex® Q53 grade film was hand-sanded with P240 grit sandpaper and
attached to TTX without optical coupling. In the second campaign, most
samples followed the same procedure, but with only one side of the sample
being sanded while the side attached to the reflector remained untreated.
Different sanding methods, including machine sanding (MS), described in the
previous section, were employed.

Besides different surface treatments, the sample list included various PEN
thicknesses (ranging from 12 µm to 125 µm), PEN grades (Q51 and Q53), and
reflectors such as the diffuse reflector Tyvek® from DuPont™ and the Vikuiti™
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enhanced specular reflector (ESR) from 3M®, also known as VM2000. These
reflectors, employed in many experiments, present high efficiency at visible
wavelengths [66, 141].

For one of these samples, ESR (without adhesive or optical coupling) with
a thickness of 38 µm was attached to PEN. To optically couple the PEN film to
Tyvek (type 1082D, 275 µm), various adhesives and glues were tested as part of
an optimization campaign for optical couplings, described in Appendix C. The
Poly Max® shape memory polymer (SMP) glue showed the best performance
for coupling Tyvek and PEN. The process to produce this laminate is detailed
in the same appendix.

A commercial laminate consisting of a thin PEN layer coupled to an alu-
minum backing with an epoxy adhesive was also tested. Although aluminum
is less reflective than other reflectors [141], this laminate was investigated due
to its simplicity, availability, and suitability for experiments requiring large
WLSR coverage but not prioritizing LY.

Before attachment, Tyvek and all PEN films were cleaned ultrasonically
in an isopropanol bath and dried with a nitrogen gun. TTX and ESR were
considered clean and did not undergo further cleaning. Each sample had a
rectangular size of 110 mm x 350 mm and was wrapped around the cylindrical
sample holder. Two ring-shaped aluminum clips were used to hold the sample
against the top and bottom parts of the holder.

While the 125 µm thick PEN films adhered well to the reflectors without
the need for optical coupling, resulting in a flat WLSR sample as observed in
Figure 11.7 (1, 3), the thin films were held together mainly by the aluminum
clip and their surface was not as stable and flat.

Figure 11.7: 1) Examples of 125 µm PEN films attached to TTX by manually pressing
both films together. The specular surface of non-treated PEN is clearly seen on the
top of white TTX. 2-4) The sample holder is shown: before (2) and after (3) a sample
is installed surrounding it, and then attached to the PMT in the setup (4).

Figure 11.7 (4) shows the attachment of the sample holder to the PMT of the
setup. The schematic of the LAr setup is shown in Figure 11.8: it includes a
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cryostat equipped with a cooling system, level meter and temperature sensors,
as well as a sample cell delimited by a sample holder, an α source, and a
VUV-sensitive PMT.

Figure 11.8: Schematic cut of the LAr setup with its main components indicated.

The 3” PMT (R11065 model from Hamamatsu modified with a MgF2 win-
dow) is sensitive to both VUV and visible light and designed for operation in
LAr temperatures.

The α source used in the setup is 241Am deposited on a thin stainless steel
disk [105]. The source has an activity of 30 Bq and emits 5.5 MeV α particles,
without any encapsulation. This source of scintillation photons is ideal,
providing well-localized and high-energy emissions that can be distinguished
from most background sources. The source was located at the base of the
sample cell, allowing the scintillation photons from α decays to either reach
the sample or be directly detected by the PMT. In the second campaign, a
blue LED was also installed in close proximity to the source.

To avoid uncertainties caused by the reflectivity of materials, all inner struc-
tural parts of the sample cell, except for a small opening (∼7 mm diameter)
for the source and LED, were covered with the low-outgassing absorber, as
shown in Figure 11.7 (2).

Once a sample was mounted, the cryostat was sealed and evacuated to a
pressure of approximately 10−5 mbar. Then, it was filled with gaseous argon
with 99.9999% purity, which was liquefied inside the cryostat using liquid
nitrogen as the cooling agent within a copper cooling coil situated within
the cryostat (as described in [3, 105, 130]). The gas was added until the LAr
level in the cryostat was a few cm above the PMT window, maintaining an
over-pressure condition (above 1 and below 1.3 bar). The liquid level was
continuously monitored using a level meter and a temperature sensor located
on the PMT. The operational temperature ranged from 87 to 89 K.
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The PMT was biased at 1500 V and set to trigger on single photoelectrons
(sPE), which were later used for the signal calibration. The signals were
acquired without amplification using a CAEN V1724 module with an acquisi-
tion rate of 100 MHz, an acquisition window of 8 µs, a pre-trigger of 1 µs, and
a trigger level set to a few sigma above the mean fluctuation of the baseline.
All waveforms were saved for subsequent processing.

During the first campaign, the samples were measured in three different
modes: i) VUV-only: used to characterize bare TTX sample and the setup
with the reference absorber; ii) VUV+vis: measurement of both the VUV
light directly reaching the PMT and the visible light shifted by the WLSR
samples; and iii) vis-only: measurement of only shifted light, as the direct
VUV component was blocked by an acrylic filter placed before the PMT
window. In the second campaign, the acrylic filter of the latter mode was not
utilized.

At the end of a sample measurement, the LAr was evaporated and not
reused to prevent the accumulation of impurities in LAr that could decrease
its scintillation yield [84]. To avoid variations of the purity level, the material
content and vacuum level of the cryostat at the time of filling were always
roughly the same. A few measurements were repeated to assess the systematic
uncertainty on the effective scintillation yield.

11.2.2 Data analysis

The goal of the analysis is to determine the mean light yield (LY) in each
sample measurement in response to α decays from the source, in units of
number of photoelectrons (PE). The first step towards this goal was processing
the raw data to identify pulses in each event trace using a derivative method,
described in [142]. This method identifies the pulses by setting thresholds
based on the values the derivative function should cross, typically around
four times the root mean square (RMS) value of the noise [142, 143].

To determine the charge produced by single photoelectrons (sPE), the
integrals of individual pulses were utilized. Figure 11.9 displays a histogram
of these integrals, exhibiting a distinct sPE peak. To obtain the integral charges
of the full waveforms, all pulses within the 7 µs post-trigger window were
integrated, as shown in Figure 11.9 (right).

The prominent peak observed above the exponential background represents
the signal detected when α particles deposit 5.5 MeV in the LAr of the cell.
This spectrum was fitted for each set of five million traces, and calibrated
to PE values using the sPE peak. This individual calibration ensured that
potential drifts in the voltage and gain of the PMT did not affect the final
results. The mean PE value of the α peak was derived from the mean of the
Gaussian function and its statistical uncertainty for each sample measurement
was calculated from the distribution of the fit results obtained from multiple
datasets of five million traces.
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Figure 11.9: Left: Spectrum of pulse integrals fit with a sum of gaussian and expo-
nential functions used to describe the noise, the sPE and multi-PE peaks. The relative
mean (µ) and deviations σ of the gaussian peaks is fixed to µ2PE = 2µsPE, µ3PE =
3µsPE, σ2PE =

√
2σsPE, σ3PE =

√
3σsPE. Right: Spectrum of waveform integrals fit

with the sum of Gaussian and exponential functions.

The main systematic uncertainty in repeated measurements in LAr arises
from the quenching of the LAr scintillation yield (SY) due to impurities.
This quenching primarily affects the long-lived triplet component, leading to
variations in its observed lifetime (τtriplet) and SY (Chapter 5). This variation
of SY is a concern if it significantly varies across different measurements,
impacting the measured LY in different degrees. To assess the stability of SY,
we monitor τtriplet and perform repeated measurements.

In the first campaign, measurements in different VUV and vis modes were
affected differently by the re-emission of the WLSs, which can influence the
measured τtriplet. Consequently, the estimated τtriplet was only indicative of
the stability of SY within each measurement mode (see [3, 4]). To validate
the stability of SY across all measurements and confirm the detection of
shifted light, the measurements of TPB and PEN samples were repeated in
the vis-only mode.

Using simulations, an effective value for SY was determined, and its sys-
tematic uncertainty was derived (as it will be shown in Section 11.3). The
agreement of VUV-vis and vis-only measurements within one sigma demon-
strated a systematic uncertainty on SY below 3%. The analysis of the relative
ratios of the prompt light component, which is minimally affected by quench-
ing, was additionally employed to assess measurement stability. Further
details on these analyses can be found in [3, 4].

In the second campaign, increased outgassing due to shorter pumping times
and material variability resulted in greater variations in impurity levels and SY
compared to the first campaign. To correct for these variations, the relationship
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between the measured PE and τtriplet was analyzed. This assessment, detailed
in Appendix C, yielded a correction function for the LY in each measurement
based on their measured τtriplet. Measurements with low τtriplet, caused by
impurity quenching, had their LY scaled using the correction function. In
the next section, the results for the second campaign will be presented both
before and after this correction. The correction was particularly important for
the repeated measurement of TTX+Q53-125, where an accidental introduction
of impurities led to a reduction in τtriplet and measured PE.

11.2.3 Results

The results from the first campaign were obtained using LAr data collected
over several days, including measurements at different PMT voltages and
integration time windows (see [3, 4] for details). For the results presented
here, only a few datasets were processed and analyzed as described earlier.
Yet, they show good agreement (within fractions of a percent) with the results
published in [3, 4], confirming the reliability of both methods. The results are
presented in Figure 11.10 (left).
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Figure 11.10: Left: LY measured in the first campaign in the VUV, VUV+vis and
vis-only modes. Right: Measured and corrected LY for the second campaign . The
repeated measurements and their mean value are marked. The four regions represent:
i) reference measurement; ii) thin films not optically coupled; iii) 125 µm films with
varying surface treatment and reflectors; iv) thin films optically coupled.

In the VUV-only mode, no significant enhancement in LY was observed
from TTX, suggesting that TTX does not reflect LAr VUV scintillation to
a significant extent. The exact value and limit of its VUV reflectivity are
calculated using simulations in the next section.
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In the VUV+vis mode, a substantial increase in LY was observed, par-
ticularly for the WLSR witness sample, TTX+TPB (L), indicating efficient
wavelength shifting and reflection. The vis-only measurements served as a
cross-check for the magnitude of shifted light. The derived systematic uncer-
tainty of 3% for SY is represented by the colored error bars. The QE of TPB
and PEN were later determined based on simulations (next section).

For the second campaign, shorter data acquisition times were employed, and
only datasets obtained within the first six hours of operation, after the level
and temperature stabilization, were analyzed. This resulted in approximately
six datasets of five million traces for each sample measurement. The results,
including the LY values corrected for τtriplet, are shown in Figure 11.10 (right).

Once the LY values are corrected for τtriplet, the LY values from repeated
measurements agree well, within a fraction of the 3% systematic uncertainty
derived from the first campaign.

The measurements within region (iii) in Figure 11.10 demonstrate that
the LY from 125 µm films does not significantly differ for different sanding
methods (non-treated, HS, MS) or reflectors (TTX or ESR), within the limits
of the systematic uncertainty. While a rough or smooth surface may impact
the amount of light measured from a specific angle using an optical setup
(as in [120]), it does not seem to significantly affect the LY measured in this
configuration, where light scatters multiple times.

Additionally, the LY measured from combinations with ESR and TTX were
comparable. However, it should be noted that this result is valid only for
non-optical coupling and is dependent on the geometry of the setup, given
that the reflectivity of ESR is specular, while the reflective of TTX is diffuse.

A clear difference in performance is observed between the samples in
region (iii) and the thinner films in region (ii). While both sets of films are not
optically coupled, the lower performance of the thinner films may be related
to their installation. The thin films are rather flexible, mechanically unstable,
and their surfaces do not adhere to the TTX when manually pressed against
it. This results in a rugged film surface when installed on the sample holder,
contrasting to the 125 µm films, which do not require optical coupling to the
reflector to be flat and well aligned, as shown in Figure 11.7.

To address this issue, several optical couplings were tested (Appendix C),
and SMP glue was used to couple a thin PEN film to Tyvek. This laminate,
Tyvek+Q53-25, performed as well as the non-optically coupled 125 µm films,
despite the introduction of the glue, which may introduce absorption. Op-
tical couplings to ESR were not tested, as ESR appeared to become more
transparent in LAr (see Appendix C).

Another sample tested was the commercial aluminum-based laminate
(Al+Q53-12). Despite the lower reflectivity of aluminum, its LY was not
much lower than that of the best-performing combinations and still signifi-
cantly higher than that of non-optically coupled combinations. The higher LY
of the optically-coupled thin films in region (iv) compared to those in region
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(ii) further supports the assumption that the rugged surface of the thin films
after installation in the sample holder led to their lower LY.

11.3 liquid argon optical simulations

To extract intrinsic optical parameters of TTX, TPB and PEN in LAr, a Monte
Carlo simulation was conducted using the Geant4 toolkit [144]. This sim-
ulation accurately replicated the geometry, optics, and material properties
of the experimental setup, including the interactions of α particles in LAr
and the resulting scintillation photons. The setup optical parameters for
the simulation are described in Section 11.3.1. To extract the desired optical
parameters, the simulation was fine-tuned using data from the first campaign.
This calibration process involved the following steps:

1. Estimation of the effective VUV photon yield (PYe f f ): The absorber mea-
surement provided a known reference for determining the effective VUV
photon yield resulting from an α decay in the sample cell. Section 11.3.2
elaborates on the details of this estimation, and the resulting value was
used as an input parameter for the subsequent simulations.

2. Tuning the VUV reflectivity of TTX: By iteratively adjusting the simula-
tion parameters, the measured LY of the TTX measurement is matched
to extract the VUV reflectivity of TTX. Section 11.3.3 outlines this iter-
ative process, which resulted in an accurate parameter for subsequent
simulations.

3. Estimation of the QE of TPB and PEN: Similarly, the simulation parame-
ters for the QE of TPB and PEN were iteratively adjusted to reproduce
the measured LY values and extract their intrinsic QE, as discussed in
Section 11.3.4

By combining the LAr measurements with the Geant4 simulation, it was
possible to extract the intrinsic QE of TPB and PEN, as well as the reflectivity
of TTX in response to LAr scintillation. The upcoming sections provide a
detailed description of each step and the discussion of the obtained results.

11.3.1 Optical parameters & their uncertainties

The simulation incorporated various optical parameters to accurately model
the experimental setup and interactions with LAr scintillation photons. The
following parameters and associated uncertainties were considered:

1. Scintillation spectrum and yield: The scintillation spectrum of LAr (shown
in Figure 5.1) was obtained from [85], and its scintillation yield (SYLAr) was
tuned in the simulation using the absorber measurement.

2. Refractive indices (ni) of LAr: These values were calculated using the
Sellmeier coefficients measured by [138]. These indices were then used to
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calculate the Rayleigh scattering length for each wavelength, resulting in a
length of 99 cm at 128 nm.

3. Absorption length of LAr: The absorption length of LAr was set to 60 cm
in the VUV range7 and 10 m in the visible range. To account for uncertainties,
simulations were also performed with lengths of 30 cm for VUV and 200 cm
for visible light, but the effects were negligible given the size of the setup.

4. PMT efficiency: The QE of the PMT (QEPMT) was set according to the
values provided in its data sheet [147], 22% at 128 nm and 27% at 420 nm.
The VUV QE was degenerate with SYLAr (Section 11.3.2), so no additional
uncertainty was added to it. The effect of the PMT’s MgF2 window on its
wavelength-dependent QE in LAr was investigated by modeling the window
using the refractive indices of MgF2 from [148] and [149]. The resulting low
reflectance was consistent with expectations for MgF2. The transmission of the
window in LAr, particularly in the VUV region, could be slightly higher [89].
This source of uncertainty is further discussed in Section 11.3.4.

5. Reflectivity of the absorber: These values were set according to is data
sheet, 0.7% from the VUV to the visible region [140]. Increasing the reflectivity
up to 2% had a negligible effect on the resulting LY since photons either
bounced multiple times on the absorber or went directly to the PMT.

6. VUV reflectivity of the source disk (SDre f ): The optics of the source disk
was determined by its surface composition (∼70% stainless steel and ∼30%
black source material). Using the measured VUV reflectivity of stainless
steel at 128 nm from [150] and assuming zero reflectivity for the black source
material, SDre f was estimated to be (16 ± 4)%. Its vis-reflectivity was consid-
ered negligible due to the small size of the disk. Since scintillation photons
originated close to the source disk (at a few µm distance), the SDre f VUV
reflectivity was important. This value was degenerate with other parameters
like QEPMT, and uncertainties were associated with it only in the case of
specular reflection, as discussed in Section 11.3.2.

7. Reflectivity of TTX: The reflectivity of TTX in the visible range was mea-
sured in this work (Chapter 9). As the refractive indices of LAr are slightly
higher than those of air [138], the reflectivity of TTX in LAr could be slightly
lower. Uncertainties in this value are discussed alongside the results. Initially,
the VUV reflectivity of TTX was unknown but its measurement in LAr pro-
vided the value utilized in the simulations. The refractive index of TTX is not
relevant as the reflectivity was fixed in this simulation, with the surface set to
absorb photons that are not reflected.

7 While ref. [89] set a lower limit of 110 cm on the attenuation length of 128 nm photons by
pure LAr (a value consistent with zero absorption), the values of 66 and 50 cm measured
by [145, 146] indicate varying absorption lengths for different LAr batches (and impurity
levels).
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8. VUV absorption length (VUV-λabs) of TPB and PEN: A conservative range
of values for the absorption of 128 nm photons by TPB, spanning from 250 nm
to 450 nm, was considered. This range is based on the ∼400 nm value mea-
sured by [96], and on the observation that the efficiency saturation from
TTX+TPB samples in response to VUV was achieved at thickness under
1 µm [87, 137], compared to ∼2 µm measured in [96]8. The VUV absorption of
PEN was assumed to be 100%, since the absorption of PEN was observed to
be high at lower wavelengths (Chapter 9).

9. Visible absorption length (vis-λabs) of TPB and PEN: The measured vis-
absorption of TPB and PEN films (Chapter 9) was used to estimate the mean
values (Mv) of their effective vis-λabs

9. Upper and lower limits (Mv ± δ) on vis-
λabs were calculated considering the uncertainties in the measurements, with
an additional 10% systematic uncertainty. The resulting upper values (Mv + δ)
were implemented in the simulation to provide a conservative lower limit on
the QE of the shifters. The conservative vis-λabs limits for wavelengths from
425 to 600 nm are 2 to 10 mm for PEN and ∼1 mm for TPB, indicating TPB’s
thin film is nearly absorption-free in this range. Incorporating scattering
lengths above 50 µm for PEN and 2 µm for TPB10 [136] did not result in
significant changes.

10. Re-emission spectra of TPB and PEN: The emission spectrum from TPB
at 87 K was taken from [102], while the PEN spectrum was measured at
room temperature (Chapter 9). We did not utilize the spectrum from [151],
taken at 93 K, because both the room temperature and 93 K spectra from that
reference exhibit slight shifts towards lower wavelengths compared to the
spectra obtained in this work and in [94, 120]. While this uncertainty in the
spectrum could introduce an error in the QE of PEN estimated from the vis-
only measurement (some of the spectrum might be attenuated by the acrylic
window, as shown in Figure 11.11), the error in the VUV+vis measurement
was negligible. The spectrum used in the simulation provided a slightly more
conservative estimation of the QE of PEN.

11. Refractive indices of TPB and PEN at visible wavelengths: These values
were set to 1.62 and 1.51, respectively, based on [123] and [139]. Varying these
values within ±0.1 for TPB and ±0.2 for PEN did not result in significant
changes, since the reflectance of visible photons by WLSR samples is domi-
nated by the reflectance of TTX and the absorption of the films (Chapter 9).
The refractive indices of TPB and PEN at VUV wavelengths are unknown.
Therefore, the surfaces were set not to reflect VUV photons. Although this

8 These differences in absorption may be due to variations in coating technique, substrate, and
perfect sample coverage, as discussed in the microscopy study of Section 11.1.

9 For this, we use IW
α = (1 − IW

R ) · (1 − e−d/λabs ). As there is no knowledge of the exact path of
the photon after entering the film, we attribute the absorption to a path length equal to the
thickness of the film (d). This is an approximation valid for the simulation, as it reproduces
the effective absorption observed.

10 Lower values (fractions of the film thickness) were not considered as they were not included
in the calculation of effective absorption.
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approach could lead to an overestimation of absorbed photons, it ensured a
conservative estimation of the minimum QE of the shifters.

12. Transmittance of the acrylic window: To incorporate the properties of
the poly(methyl methacrylate) acrylic window into the simulation of the
vis-only mode, we measured its transmittance, shown in Figure 11.11. The
92.3% value in the plateau region is consistent with attenuation caused only
by reflection, considering the material’s refractive index of approximately
1.5 [152]. Consequently, the absorption length of the window was set to 1 m
in this region. For values between the plateau and 350 nm, the absorbance
was calculated by subtracting the transmittance and reflectance from one.
Below 350 nm, all light is absorbed. The window modeling was validated by
simulating the absorber measurement with the window, which resulted in an
expected yield of zero PE.
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Figure 11.11: Transmittance of the acrylic window and emission spectra of TPB at
87 K [102], of PEN at 93 K [151] and PEN at RT (this work).

11.3.2 Effective photon yield in the sample cell

The effective VUV photon yield (PYe f f ) resulting from an α decay in the
sample cell is quantified using the VUV-only measurement of the absorber.
While this value is extracted from the simulation framework, we provide an
analytical description in this section to examine its degeneracy with other
optical parameters and evaluate associated uncertainties.

PYe f f is related to the number of photons detected by the PMT (Ndet),
according to the equation:

Ndet = PYe f f · QEVUV
PMT · Ω, (11.1)

where QEVUV
PMT is the QE of the PMT at 128 nm and Ω is the solid angle covered

by the PMT in the hemisphere above the source disk. A schematic of Ω for
the absorber measurement is shown in Figure 11.12 (1).

PYe f f depends on the photon yield from an α particle depositing E =
5.5 MeV in LAr (PYα

LAr = E · SYLAr), but considers that some of the scintillation
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Figure 11.12: Schematic of the light produced by the α source in the bottom and
detected by the PMT at the top in the measurement of the absorber (1), a reflector (2)
and a WLSR sample (3). For (1,2), only VUV light is detected. For the WLSR, part of
the VUV light is absorbed, re-emitted in blue and reflected. This can be measured in
the VUV+vis or vis-only mode, using the acrylic filter to block the VUV component.
Schematic modified from [3].

photons may be reflected by the source disk. For the isotropic emission of
photons around the α decay, half of the photons can directly propagate
through the cell, while the other half reach the surface of the source disk,
where they are either absorbed or reflected, with a probability according to
the reflectivity of the source disk, SDre f . PYe f f is thus defined as:

PYe f f = PYα
LAr ·

1
2
· (1 + SDre f ), (11.2)

which can be expressed in terms of the scintillation yield (SYLAr),

PYe f f = E · SYLAr ·
1
2
· (1 + SDre f ). (11.3)

Equation 11.3 shows that SYLAr and SDre f are degenerate components of
PYe f f , implying that their specific values are not crucial as long as PYe f f is ac-
curately determined. However, when the reflectivity of the source disk, SDre f ,
includes a specular component, PYe f f is non-isotropic. To investigate this un-
certainty, we set SDre f according to the parameters described in Section 11.3.1
and simulate different scenarios by varying the reflection components of
SDre f , including a portion that is Lambertian and the remaining portions with
25%, 40%, or 60% specular reflection.

This introduces a systematic uncertainty in determining PYe f f from the
absorber measurement. Combined with the uncertainty arising from the mea-
sured PE value of the absorber, it results in a total systematic uncertainty of
±5% on PYe f f . Since the impurity level remains relatively stable across these
measurements, uncertainties related to variations in SYLAr due to impurities
are likely included within the ±5% uncertainty on PYe f f

11.

11 In cases where the PYe f f uncertainty is estimated through repeated measurements in the
vis-mode, the results agree within less than one sigma for a systematic error of less than 3%,
as discussed in Section 11.3.4.
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According to Equation 11.1, different values of PYe f f and QEVUV
PMT can result

in the measured Ndet. We chose to fix the value of QEVUV
PMT as specified

in Section 11.3.1 and determine the remaining free parameter, SYLAr, by
matching Ndet to the measured PE value. The resulting SYLAr is ∼25 ph/keV.
It is worth noting that fixing QEVUV

PMT to estimate PYe f f does not introduce
any uncertainty in the estimation of efficiencies for other WLS samples, as
long as the ratio qQE between the true QEvis

PMT and QEVUV
PMT remains the same.

In other words, if the overall QE of the PMT increases in LAr (as discussed
in Section 11.3.1), the relative value of qQE should remain unchanged. This
relationship can be expressed as:

QEvis
PMT = qQE · QEVUV

PMT . (11.4)

In this case, the number of scintillation photons detected from any sample
can be described similarly to the Equation 11.1:

Ndet = PYe f f · QEVUV
PMT · (Ω + ϵ · qs

QE), (11.5)

where ϵ is the sample enhancement factor: more photons reach the PMT due
to shifting and/or reflection from the sample, as illustrated in Figure 11.12, (2,
3). The term qs

QE is equal to qQE for the VUV+vis measurements or equal to
unity for the VUV-only measurements. The extra LY can be used to determine
the QE or the VUV reflectivity of the samples. Since these parameters involve
the geometry and optics of the samples, we extract these values from the
simulations, as explained in the next sections.

11.3.3 VUV-reflectivity of TTX

To extract the VUV reflectivity of TTX, we simulated the TTX sample in the
setup for different values of its VUV reflectivity. An example of the VUV
photons being reflected by the TTX in the simulation is shown in Figure 11.13.

Figure 11.13: Left: Simulation of an α decay in the LAr setup covered by the absorber.
The α particle is not visible, only VUV photons (in a reduced number, for clarity).
Right: Simulation of TTX surface with non-zero reflectivity, resulting in photons
being reflected by its surface.
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We then find the reflectivity value that matches the measured PE of TTX.
To account for the systematic uncertainty, we run the simulation for the mean
and limit (±5%) values of PYe f f . The uncertainty arising from the measured
PE of the sample represents the statistical uncertainty. The obtained VUV
reflectivity is 9 ± 6(stat)± 2(syst)%. This result indicates that, although the
measured mean PE value from TTX is higher than that of the absorber, we
cannot confirm a non-zero reflectivity from TTX. Hence, we establish an upper
limit (at 90% CL) that the VUV reflectivity of TTX is below 17%.

11.3.4 Quantum efficiency of TPB & PEN

To determine the QE of TPB and PEN, a similar approach is followed. The
simulation is configured with the specified geometry and optical parameters,
and then run for various QE values of the shifters until the measured PE value
is reproduced. However, in this case, uncertainties related to the samples
themselves are incorporated into the simulations, in addition to the systematic
uncertainty on PYe f f . These uncertainties have been extensively discussed in
Section 11.3.1. The main ones are summarized in Table 11.3.

Table 11.3: Range of expected and limit values of the optical parameters of the WLSR
samples, given their uncertainties. Values in bold are used for the low limit case of
QE. See text for details.

TPB
parameter lower value expected value upper value
VUV-λabs 250 nm 350 nm 450 nm
vis-λabs Mv − δ Mv Mv+δ
VUV-ref. TTX 0% 9% 17%
vis-ref. TTX unconstrained 95% 95%

PEN
parameter lower value expected value upper value
vis-λabs Mv − δ Mv Mv+δ
vis-ref TTX unconstrained 95% 95%

For the TPB-based sample, we consider the uncertainties associated with
the VUV and vis-λabs, as well as the VUV to vis-reflectivity of TTX. For the
PEN-based sample, the VUV parameters are not relevant since we assumed
that all VUV light is absorbed.

For both samples, we consider the mean value (Mv) of vis-λabs and its ±δ
uncertainty as described in Section 11.3.1. The uncertainties on the VUV-
reflectivity of TTX in LAr were discussed in the previous section, while the
lower value of its vis-reflectivity is left unconstrained (since its reflectivity
could be lower in LAr in comparison to ∼95% measured in air). When the
vis-reflectivity of TTX is lowered, it results in an increased estimated QE of
TPB, which can exceed unity for reflectivity values below 80%. This implies
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that the vis-reflectivity of TTX in LAr12 is likely higher than 80%, but it is not
possible to confidently constrain the upper value of the QE of TPB in LAr.

We thus performed the analysis considering two cases: the expected case,
which utilized the expected values of the optical parameters, and the lower
limit case, which incorporated the lower or upper values of these parameters,
highlighted in bold in Table 11.3. The estimation of the QE for the lower limit
yielded the most conservative value, which was used to obtain 90% CL lower
limits on the QE of TPB and PEN, shown in Table 11.4.

Table 11.4: QE of TPB and PEN using the expected values of the optical parameters
and 90% CL lower limit on the QE of TPB and PEN taking all investigated uncertain-
ties into account.

QE expected value 90% CL lower limit
TPB 85 ± 5(stat)± 6(syst)% 67%
PEN 69 ± 4(stat)± 5(syst)% 49%

While the expected case considered only the uncertainties on the measured
PE and on PYe f f , the lower limit case incorporated all the uncertainties on
the optical parameters of the shifters and reflector, and uncertainties that
potentially increase the estimated QE if introduced in the simulation. These
included the potential enhancement of the PMT’s QE in the VUV range
(discussed in Section 11.3.2), uncertainties on the emission spectrum of PEN,
and on the VUV refractive indices of TPB and PEN (discussed in Section 11.3.1).
Consequently, these lower limits are conservative. All values were obtained
using measurements and simulations in the VUV+vis mode.

In the vis-only mode, simulations including the acrylic window yielded
expected QE values of 91 ± 4(stat) ± 4(syst)% for TPB and 57 ± 3(stat) ±
4(syst)% for PEN. These values agree within errors with the expected values
presented in Table 11.413. The estimations from the vis-only mode served as a
cross-check of stability and shifted light, but were not further considered in
the determination of the lower limits, given the additional optical uncertainties
introduced by the acrylic window14.

11.4 discussion & conclusion

This section discusses the results of the two characterization campaigns of
WLSR materials involving microscopy imaging and measurements in LAr.

In the first campaign, microscopy imaging confirmed the homogeneous
distribution of TPB achieved through the in-situ evaporation, validating
sample quality for the QE estimation. TTX, TPB, and PEN samples were

12 While one surface of TTX faces LAr and the other surface boundary is TPB, most of TTX is
rather in LAr, since it is a porous material with thickness much larger than the TPB coating.

13 Note that the agreement remains valid for lower values of the systematic uncertainty (∼2.5%).
14 Particularly for PEN, which has some uncertainty in its emission spectrum (Section 11.3.1)
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measured with a VUV-vis sensitive PMT in a LAr setup, and their optical
parameters were characterized through LY comparison and simulations.

The results showed that TTX has a lower capability to reflect LAr scintil-
lation compared to other PTFE-based materials used to reflect liquid xenon
scintillation: 17% for TTX in LAr compared to over 95% for PTFE in liquid
xenon [153]. This reduced reflectance of TTX may be attributed to the ab-
sorption edge of PTFE at ∼160 nm [154]. When TTX was coupled to shifters,
it demonstrated a reflection response to shifted light of over 80% in LAr,
potentially reaching the high values measured in air (∼95%).

The obtained QE values for TPB are consistent with previous measurements,
matching the 73 ± 9% value from [96] corrected for the increase in efficiency
at 87 K measured by [98]. While the measurements in this work indicated an
expected TPB QE lower than unity, they did not establish an upper limit.

Regarding PEN, its efficiency was previously reported only relative to
TPB. This work thus provided the first independent measurements of PEN’s
performance. Its LY relative to TPB was additionally obtained by using the
measured PE values from PEN and TPB in the VUV+vis mode subtracted by
the PE value measured from the absorber. Table 11.5 presents this relative LY
value along with values from the literature.

Table 11.5: LY from PEN relative to TPB in response to 128 nm (LAr scintillation) light,
at room temperature (RT) or LAr temperature (∼87 K). All the films are biaxially
oriented: a few of them backed by a reflector, and a few sanded (marked with (s)).
Geometry of the setups vary. Values from this work are shown in bold.

PEN sample relative LY Reflector temperature
molded PEN ∼ 50% [94] no RT
Film (125 µm)(s) ∼ 50% [120] no RT
Film (125 µm) 80(23)% [92] no LAr15

Film (125 µm) 34(1)% [103] ESR LAr
Film (25 µm) 39(2)% [104] ESR LAr
Film (125 µm)(s) 75(7)% TTX LAr

It is noteworthy that these LY ratios are not directly comparable: while the
QE is an intrinsic property of the material, the measured LY depends on the
setup geometry and sample optics. For instance, the photodetector coverage
in the setup of [104] was ∼1%, resulting in multiple scattering of photons and
a LY more dependent on the reflectivity and absorption of the sample. In this
work, the photodetector coverage was ∼6% and photons were less likely to
scatter multiple times because the bottom was covered with absorber.

LY variations have been observed in different studies for TPB with varying
thickness and PEN of different thicknesses and types [87, 96, 97, 103, 105]. This
sample dependence is among the causes for the differences in the relative
LY values shown in Table 11.5. The highest LY from PEN relative to TPB,

15 The value from [92] was measured at RT and projected at LAr temperature.
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directly measured in LAr, was obtained in this work16. This remains true
for the analysis of the vis-only mode, which results in a relative LY > 48%,
despite the acrylic window partially attenuating the emission from PEN (an
effect that is only modeled in the simulation).

After the first campaign, questions remained regarding the higher LY ob-
served from TTX+PEN (HS). Among these questions were: whether sanding
PEN increased its LY, by facilitating light to exit the film or removing some
degraded layer, and whether uncoupled combinations performed better, given
that some optically coupled combinations were observed to become transpar-
ent in LAr [103]. Finally, the main question was how to optimize a PEN-based
WLSR, for instance, whether thinner PEN films would perform better due to
their enhanced transparency.

To address these questions, the second campaign focused on PEN-based
WLSRs, examining several PEN thicknesses, grades, reflectors, and couplings.
The results from 125 µm films in LAr indicated that neither the sanding
method nor the specific reflector (TTX or ESR) significantly affected the LY in
the employed setup configuration, where light scattered several times.

Non-optically coupled thin films presented installation challenges that
affected their results. To address this issue, various optical couplings were
tested, and an optimized laminate of thin PEN film glued to Tyvek was
measured. This laminated performed as well as the most efficient WLSR
combinations. Additionally, a commercial aluminum-based laminate was
tested for the first time and exhibited a higher LY compared to non-optically
coupled thin films, proving itself as a practical option for experiments without
strict radiopurity requirements that prioritize ease of use.

The PEN films measured in this campaign are currently undergoing further
characterization using ICPMS measurements and a VUV optical setup [137]
to determine the batch-dependency of PEN efficiency and the presence of
VUV-absorbing materials on the film surface that possibly reduce its LY.

Overall, the characterization campaigns yielded important results for de-
tector designs and optical simulations in experiments such as Legend-200,
Legend-1000, and others employing TTX, TPB, or PEN in LAr. Constraining
the QE of shifters is crucial to accurately determine other optical parameters
in simulations of detectors that employ these films.

The estimated QE values suggest that the intrinsic QE of PEN may not sig-
nificantly differ from TPB’s, with a mean relative expected value of ∼81±10%.
This indicates potential for improving the LY from a PEN-based WLSR by
reducing effective absorption and optimizing coupling to the reflector. While
some applications may require the efficiency of PEN to closely match that of
TPB, the obtained lower limit of 49% on the QE of PEN may be sufficient for
certain applications. For such cases, the commercial laminate tested in this
work could serve as a viable option.

16 The TPB WLSR used for comparison had already demonstrated high efficiency [87], so a high
relative value should not be attributed to lower performance of the specific TPB WLSR.
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The wide range of PEN combinations measured in this study highlights
the versatility of PEN as a WLS material, providing flexibility for various
experimental requirements. It offers options that balance ease of use and
efficiency, making it suitable for a variety of applications. This comprehensive
characterization of PEN opens up possibilities for a wider range of applica-
tions and expands the choices available to experimenters working with WLS
materials.
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PART IV

ORDINARY MUON CAPTURE FOR 0νββ DECAY
WITH MONUMENT
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12
O R D I N A RY M U O N C A P T U R E F O R 0 ν β β D E C AY

As discussed in Chapters 2 and 3, reducing the uncertainty in NMEs for 0νββ
decay is crucial to precisely assess the sensitivity of experiments searching for
this process and provide accurate estimates of mββ if 0νββ decay is observed.
The Monument experiment plays a pivotal role in this pursuit by measuring
ordinary muon capture (OMC) in selected targets, providing total and partial
OMC rates that serve as key inputs for NME calculations. The methodologies
employed for obtaining these rates are described in [56]. This chapter present
the initial steps towards this goal with a specific focus on the measurement
and analysis of 136Ba carried out as part of this thesis.

12.1 the monument experiment

Monument (Muon Ordinary capture for NUclear Matrix elemENTs) is a
collaborative effort established in 2020 with the aim of measuring OMC in
various isotopes, focusing on the daughters of 0νββ-decay candidates. I joined
this collaboration for its first irradiation campaign in 2021, when we irradiated
76Se and 136Ba. The measurements consisted of irradiating the target isotopes
with muons and recording the energy and time distribution of γ rays emitted
during the de-excitation of states produced by OMC. This process is illustrated
for 136Ba in Eq. 12.1 and Figure 12.1.

OMC: 136Ba + µ− → 136Cs∗ + νµ → 136Cs + γ. (12.1)

0νββ : 136Xe → [virtual(136Cs∗)] → 136Ba + 2e−. (12.2)
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Figure 12.1: a) The 0νββ decay of 136Xe could occur via transitions through high-
energy virtual states of 136Cs, which can be accessed via OMC in 136Ba. b) Schematic
of the Monument experimental approach: A target, surrounded by HPGe detectors
and scintillating counters (C0, C1, and C2), is irradiated with muons, which induce a
scintillation signal (1) when crossing C1 and C2, and emit muonic X-rays (µX) after
forming muonic atoms. These µX are promptly detected (2), while γ rays from the
de-excitation of the isotope produced by OMC are detected as delayed signals (3).
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To irradiate the selected targets, Monument utilizes negative muons from
the πE1-2 beamline of the high-intensity proton accelerator facility at the Paul
Scherrer Institut (PSI). This beamline provides O(104) µ−/s with momentum
around 30 MeV/c. To measure the time relative to an incoming muon, scintil-
lating counters coupled to PMTs are used. These counters, labeled as C0, C1,
and C2 in Figure 12.1, trigger a signal when a muon passes through them, as
indicated by (1) in the figure1.

To precisely measure γ rays emitted during the de-excitation following
OMC, Monument utilizes HPGe detectors, which offer superior performance
for γ spectroscopy, as discussed in Chapter 6. These detectors also record the
high-energy muonic X-rays (µX) emitted by the produced muonic atoms (as
described in Section 3.2). These represent a ‘prompt’ HPGe signal, indicated
by (2), followed by ‘delayed’ γ rays (3), which come from the de-excitation
following OMC.

A variety of HPGe detectors were utilized in the 2021 campaign: two Coax
and two BEGe detectors of p-type, and four n-type Coax detectors. Each
detector has its characteristic features: the Coax detectors generally have
better time resolution, while the BEGes provide better energy resolution.
The sensitivity to low or high energies was dominated by either the specific
window type or the size of the detectors (detailed in Appendix D). The HPGe
detectors assembled in the beam hall are shown in Figure 12.2.

Figure 12.2: Left: Schematic of the Monument experiment. Right: During the 2021

run, eight HPGe detectors surrounded the target sample placed at the front of the
beamline, which can be seen at the back of the support frame. Credit for the schematic:
Monument collaboration.

The setup remained mostly unchanged during the 2022 irradiation cam-
paign, when 100Mo was measured. However, this campaign is not covered in
this work, as this thesis primarily focuses on the data analysis of 136Ba taken
during the first campaign, described in more detail in the next section.

1 An additional counter, C3, is not shown, as it was mostly not relevant for this analysis.
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12.2 measurement of enriched barium-136

The enriched Ba target (enrBa) was prepared by depositing a solution of
BaCO3 powder dissolved in isopropanol onto a holder and allowing it to
dry. The resulting target consisted of 2 g of BaCO3. The Ba component of the
powder was primarily composed of 136Ba (95.3%), followed by 138Ba (2.4%),
137Ba (1.5%), and A<136Ba (0.8%). The enrichment in 136Ba was important to
avoid populating the excitation state of interest through concurrent neutron
emission reaction following OMC in more massive isotopes2, as in:

137Ba +µ− →136Cs∗+n.

Although the target also contained CO3, these atoms are much smaller in
size and have a weaker Coulomb potential. Therefore most of the muons are
expected to be captured in 136Ba3. The measurements were conducted in three
modes, listed below.

1. Beam-on: This is the main data-taking phase, during which the target was
irradiated with muons, as illustrated in Figure 12.1. The muon energy
was adjusted so that most of them (∼95%) stopped in the target [56].

2. Beam-off: After the beam-on phases, a short (∼24 h) data-taking period
followed. The target remained in place, but the beam shutter was closed.
The HPGe detectors continued detecting activity from beam-related
mid-lived isotopes in the target.

3. Offline: For this measurement, the target was removed from the setup
in the beam hall and measured using a HPGe detector located at the
radiochemistry department of PSI. This offline data-taking allowed
further measuring radioactivity from isotopes with half-lives on the
order of days to weeks.

Beam-on data from the enriched 136Ba target was collected in two periods:
from October 21st to October 27th, and again from November 4th to 7th.
Beam-off data was acquired following both periods, while offline data was
taken only after the first. To acquire offline data, a Canberra ADC board
controlled by the Genie 2000 Basic Spectroscopy Software was utilized.

For beam-on and beam-off data acquisition with the full Monument setup,
two DAQ systems were employed: MIDAS and LLAMA (also known as
ALPACA). MIDAS, a DAQ system developed at PSI and TRIUMF [155] and
employed by other PSI-based experiments [156], recorded trigger timestamps
and signal pulse heights obtained using an online trapezoidal filter. To allow
for improved offline adjustment of time resolution, MIDAS also recorded
the first 1.4 µs of each raw HPGe waveform. By providing an online signal
processing and analyzer, MIDAS enabled real-time monitoring of ongoing

2 To understand and quantify this effect, a natural Ba target was also measured as a comparison.
However, the analysis of this data is not discussed in this work.

3 It is known that even if a muon is captured in the muonic orbit of a light atom, it may still
migrate to the orbits of surrounding heavy atoms [54].
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measurements. LLAMA, a system specifically dedicated to Monument [157],
focused on recording raw traces for later optimization of filtering parameters
and detailed offline analysis. More information about these systems, including
their trigger schemes, signal processing, and calibration, can be found in
[155–159]. In this work, only data acquired with MIDAS is analyzed.

12.3 data processing & selection

Data pre-processing & preliminary run selection

The data acquired with the MIDAS DAQ was processed into ROOT trees [160]
containing various parameters for each event, such as the ID channel of the
HPGe detector (1 to 8) or scintillating counter (0 to 3), pre-calibrated energy
(applicable only for HPGe events), timestamps, and status flags indicating
events such as pileup4, underflow or overflow.

MIDAS runs were pre-selected based on log notes taken during the beam-
time. Criteria to exclude runs included the presence of calibration sources or a
significant drop in beam current. A total of 2898 beam-on runs were classified
as satisfactory, each with a livetime of ∼300 s. All the beam-off runs were
classified as satisfactory and were used for this analysis, each with a livetime
of ∼1 h5. While these initial data selection and processing were performed by
collaborators, the analysis presented in this work required further processing
the data to extract the events and parameters of interest, as described in the
next section.

Time distributions, event selection & classification

The time difference (tµγ) between a signal in a HPGe detector (Ge hit) and
the passage of a muon through a scintillating counter (C# hit) is a crucial
parameter for analyzing OMC data. Events with large tµγ are less likely
to have been caused by a muon. To pre-select muon-correlated events, a
correlation window is defined as follows:

tmin
corr < tµγ < tmax

corr , where tµγ = tGe − tC# (12.3)

and tmin
corr = −100 ns and tmax

corr = 1000 ns.

The definition of tmin
corr accounts for the ±100 ns uncertainty in the time mea-

surement of C# hits6, while the definition of tmax
corr considers the muon capture

lifetime, which is typically between 80 ns and 200 ns for heavy targets [56].
Ge events that satisfy all status flag criteria are then classified into two main
categories based on the correlation window:

4 The acquired traces were ∼15 µs for HPGe events and ∼1.4 µs for the scintillating counters.
5 MIDAS runs re-start at a fixed file size, which is reached faster during the beam-on phase.
6 Although a muon takes less than a nanosecond to go through the counters, the analysis of

time between C# hits (tC2-tC1) reveals events distributed within approximately ±100 ns from
the mean of zero.
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1a. Uncorrelated: Ge events with no C# hit within the correlation window.

1b. Correlated: Ge events that are timely correlated with a muon. This
correlation is further defined by the condition:

C0 ∧ C1 ∧ C2, (12.4)

where C0 means that no C0 hit was observed within the time correlation
window, and C1 ∧ C2 means that one C2 and one C1 hit were observed
within the correlation window, where

tmin
corr < tGe−tC2 <tmax

corr and |tC2−tC1| < 100 ns.

This classification of events is depicted in Figure 12.3, showing the proce-
dure to obtain the distribution of tµγ by scanning Ge events from the ROOT
trees, categorizing them as correlated or uncorrelated, and then summarizing
their information into arrays containing the recorded energy E and tµγ for
each Ge channel. Events falling outside these two categories are not further
analyzed.
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Figure 12.3: The Ge hits in the HPGe tree are sorted according to their timestamps,
which are compared to those of the C# hits from the scintillating counter. If a Ge hit,
such as (1), fulfills the correlated criterion, it is categorized as such and its energy
and tµγ values are stored in an array. If a Ge hit, such as (2), is not correlated with
any C# hit, it is classified as uncorrelated and saved in a separate array.

Final run selection & Re-calibration

After the initial data pre-selection, a further stability check was performed.
The rates from the scintillating counters and HPGe detectors were analyzed
per run: Runs with rates deviating by more than 3.5σ from the mean value of
a local group of approximately 70 runs were flagged7. Out of the total 2898
runs, only eight runs were excluded, leaving 2890 runs for further analysis.

7 The use of mean rates from local groups is necessary due to long-period decrease of beam
intensity (several hours or days), making the average and standard deviation of all runs
together misleading when searching for outliers (such as runs taken during sudden drops of
beam intensity).
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The mean rates from these selected runs are displayed in Figure 12.4 for
the three scintillating counters and six HPGe detectors used in this analysis.
Ge channels 2 and 6 were excluded due to the need for further tuning in
the pre-processing stage (from raw data to ROOT trees), which is ongoing
work. The high count rates of C1 and C2 (∼ the rate of muons provided by
the beamline) indicate that most of the muons passed through the central
opening to the target. The last two bins of the figure represent the correlated
and uncorrelated events used in this analysis. Comparing their sum to the
total number of events shows that the majority of events were accepted.
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Figure 12.4: Count rates of accepted (non-flagged) events from each scintillation
counter and total rates within [100, 4500] keV from six HPGe detectors. All events
are shown initially, followed by the selections: non-flagged events, which are further
separated into uncorrelated or into C2&C1 correlation, followed by the additional
anti-coincidence with C0.

After this selection process, a second calibration was applied to the pre-
calibrated data. For this calibration, peaks from natural radioactivity observed
in the uncorrelated data (e.g., the 583 keV and 2614 keV γ rays from 208Tl)
were utilized. This re-calibration was performed for each HPGe detector,
employing a linear calibration function that resulted in better alignment
with the offline calibrated data. The peak fitting procedure used for this re-
calibration will be presented alongside the peak identification analysis. It is
important to note that the final calibration of the data is still an ongoing effort.
However, for the preliminary identification of X-rays and γ rays performed in
this work the mentioned calibration provides sufficient accuracy.

12.4 line identification & signal estimation of excited states

As motivated in Chapter 3, the primary objective of these measurements is
to extract the total OMC rate and partial rates to excited states of 136Cs. To
achieve this goal, it is crucial to determine the net signal and time evolution
of γ rays emitted during the de-excitation of multipole states produced by
OMC [56]. However, the first challenge lies in identifying the lines of interest
amidst the background produced by X-rays, natural radioactivity, and beam-
produced isotopes. This section describes the various types of signals expected
to be observed in the data and the features utilized to identify them.
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Signals, identifiers & classifiers

In order to comprehensively understand the full spectrum and detect fainter
excitation lines, we first categorize the expected signals based on their origins
and their corresponding time features tµγ:

• Muonic X-rays (µX): High-energy8 X-rays emitted within ∼10−13 s dur-
ing the transition of the muon captured in a muonic orbit to the lowest
energy state K(1s) (as described in Section 3.2). Their single and double
escape peaks (SEP, DEP) are also often present in the spectra.

• De-excitation γ lines: These γ rays arise from the de-excitation following
OMC (Equation 12.1). They originate not only from excited levels of
136Cs but more frequently from 135Cs, considering that neutron emission
following OMC is around one order of magnitude more likely [56]. Both
lines are of interest, as we can use the more intense γ rays from 135Cs to
estimate the total capture rate, and the ones from 136Cs to obtain partial
rates [56]. The time distribution tµγ of these lines follows an exponential
decay with a characteristic time of O(100 ns), which is related to the
OMC probability [56]. Consequently, these lines are considered delayed
compared to the prompt µX signals.

• γ lines from beam-produced isotopes: Many of the OMC products of
the enrBa target were unstable, with half-lives ranging from ∼15 min to
∼15 d. A few examples are 136Cs (T1/2=13 d) and 135mCs (T1/2=53 min).

• Natural radioactivity: The HPGe detectors, without dedicated shielding
(such as lead layers), were especially exposed to sources of environ-
mental radioactivity, such as from 238U and 232Th chains (discussed in
Chapter 4). Lines from these chains, along with those from 40K and
cosmogenic 41Ar9, were observed, especially in the uncorrelated data.
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Figure 12.5: Correlated and uncorrelated spectra displaying prominent γ and µX
lines.

8 They are ∼200 times more energetic than conventional X-rays, given the higher mass of
muons compared to electrons.

9
41Ar is produced by neutron activation of atmospheric 40Ar close to neutron-emitting targets.
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Figure 12.5 shows two spectra10, where many µX and γ lines are clearly
observed. Their distinct signatures in the data are referred to as ‘identifiers’.
These identifiers are crucial in distinguishing different types of signals and
understanding the origin of each line. Below are the identifiers we use for
line identification:

I. Energy: The energies from γ rays emitted by isotopes from natural
radioactivity and beam-produced isotopes are known with an accuracy
better than 0.1 keV [57]. For the µX this information is extracted from
a specific muonic X-ray database [161], which provides slightly less
precise energy values. For the de-excitation lines, the energies from
excitation schemes are extracted from [162] and present an uncertainty
up to ±0.5 keV.

II. Time (tµγ): The time signature between Ge hits and C2 hits gives in-
formation on the correlation of events to a tagged muon. The µX are
more intense at prompt tµγ, while γ rays from excited states appear
more clearly at delayed tµγ, when the background of µX is reduced. The
remaining signals appear at much longer time scales, being more clear
in either the uncorrelated spectrum, or in the beam-off or offline data.

III. FWHM: By fitting the observed lines and comparing their resulting
width to those obtained from calibration peaks, it is possible to under-
stand whether the observed peak is composed of multiple lines with
similar energy. Also, µX lines can be identified through their width, as
their peaks are characterized by Doppler broadening [54].

IV. Intensity: Once lines were categorized using the previous identifiers,
the comparison between their relative intensities and branching ratios
(BR) was used to confirm whether they have been properly assigned
to the right isotope (this applies only for the case the isotope had N>1

γ ray emissions with BR>5%). The branching ratios for γ rays from
radioactive isotopes are precisely known [57]. The ones for excitation
lines are much less precise, presenting uncertainties at the level of
50% [162].

As many lines may have similar energies, the timing information measured
as tµγ is key to identify the peaks. To utilize this time information more
effectively, we further categorize the correlated data into prompt and delayed
events, in addition to the previous classifications. The resulting classification
breakdown is presented in Figure 12.6.

In this breakdown, the events are initially classified as prompt if their tµγ

values are less than 100 ns11. The remaining correlated events with tµγ values
between 100 ns and 1000 ns are categorized as delayed. This distinction allows
us to better identify the prompt µX and the delayed γ rays from excited states.

10 Unless otherwise specified, all the next spectra shown were measured with Ge channel 5 or 7.
11 This number is then adjusted once the lifetime of muonic atoms produced in the target is

known.
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Figure 12.6: Schematic representation of the types of data classification. The order of
magnitude of data taking time for the three measurement modes are shown as well
as the time cuts for the prompt and delayed classifications.

Energy-time spectra and line identification

To observe the time signature of the radiation from different origins, we build
spectra based on the event energy (identifier I) versus time tµγ (identifier II).
Additionally, we separate the spectra according to the different classifiers
(correlated prompt or delayed, uncorrelated, beam-off, and offline). This further
helps in distinguishing radiation lines with different time characteristics.
Given the large number of detected lines, the analysis of these spectra is
performed for small energy windows. An example of such spectra is shown
in Figure 12.7.
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Figure 12.7: Energy-time distribution (220-385 keV vs. tµγ <600 ns) of correlated
events during the irradiation of enrBa. The prompt and delayed spectra shown on the
right are projections of this spectrum for the corresponding time intervals. The tµγ,
uncorrelated, and offline spectra were normalized or re-scaled to improve visualiza-
tion. Several lines are marked as examples, see text for details.

In this figure, the time signatures discussed earlier are clearly visible. Lines
marked with numbers 1, 4, and 6 correspond to γ ray emissions resulting
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from the de-excitation of isotopes formed by OMC in enrBa. These lines are
more prominent in the delayed spectrum. Line 3 corresponds to µX signals,
which are mostly present in the prompt spectrum. Lines 2 and 5 originate
from the decay of the beam-produced 136Cs and are more visible in the offline
spectrum due to its half-life of 13 d. The γ lines from these unstable beam-
produced isotopes are mostly in the uncorrelated, beam-off, or offline spectra,
depending on their lifetime. Lines indicated with 7 are from environmental
radioactivity. Some of the marked lines partially overlap with others, an effect
further investigated with the peak fitting procedure.

Over 100 γ rays and µX have been identified by comparing these spectra.
This first identification was important to select ’de-excitation’ lines, which we
study in more detail to obtain the total and partial rates. To further validate
the identification of these lines, a more quantitative approach is employed,
where the peaks are fit to precisely determine the identifiers II-IV (time,
FWHM and intensity). A particular focus is to study the line time evolution.
This is achieved by fitting the decay in intensity over time, where the tµγ

histogram is partitioned into time intervals of a few nanoseconds and the line
intensity estimated in each interval [56].

However, many of the de-excitation lines from 136Cs were faint, and their
energies not precisely known. This often caused time-partitioned fits to fail
in reproducing peaks. Therefore, these lines had to be fit first within tµγ

intervals where their intensity exhibited a high signal-to-background ratio.
To determine such intervals where faint peaks could be effectively fitted, the
following procedure was employed.

Optimum interval (∆topt) & peak fitting

The optimum interval method aims to find the ∆topt interval of the tµγ distri-
bution that yields the highest signal-to-background ratio SR for a given line of
interest (LOI). The method consisted of calculating the signal S and Compton
background BC around a LOI within increasing tµγ intervals, and obtaining a
signal-to-background ratio for each interval ∆t, until minimum and maximum
time boundaries (tmin/max) were found, as shown in Equation 12.5:

SR(∆t) =
S(∆t)− BC(∆t)√

σB
(12.5)

topt
min < tµγ < topt

max, with ∆topt = topt
max − topt

min,

The boundaries tmin/max for an optimized time interval were determined
based on the point where further integration of time-binned sections decreased
the signal-to-noise ratio for a given LOI. The investigated LOIs included: de-
excitation lines from 136Cs and 135Cs, as well as a few µX lines, for comparison.
The method is exemplified for two lines in Figure 12.8.

At first, the signal was estimated from a energy region spanning ±1-2 keV
around the expected mean of the LOI, while the noise was estimated from
selected sidebands a few keV away from the mean. Once a preliminary
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spectively. The optimum topt

max values obtained are marked with dashed lines. The
121.4 keV γ line is plotted on the right for both the time interval of the delayed classifi-
cation as well as for the optimum interval ∆topt.

optimum interval ∆topt was identified, the LOI became more prominent in
relation to the background, as shown in Figure 12.8. The LOI was then fit
using a combination of a Gaussian and a step function (details regarding these
fits will be subsequently covered). With the Gaussian mean (µ) and standard
deviation (σ) derived from the fit, the calculation for the optimized interval
was repeated, estimating the signal within ±3σ around the mean and the
Compton background from the sidebands. As a result, new ∆topt intervals
were established, which are shown in Figure 12.9.
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Figure 12.9: Left: Optimum Intervals obtained for several µX and de-excitation γ
lines. Right: Spectrum around the 121.4 keV γ line for the ∆topt interval shown on
the left.

These intervals additionally serve as indicators of proper peak classification.
All lines categorized as µX exhibit short optimal intervals, as expected from
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Figure 12.10: Correlated prompt and delayed spectra for the energy region between
100 keV and 600 keV.

their prompt emission. Their intervals extend from approximately −90 ns
to 50 ns for the specific detector, reflecting the inherent C# and Ge hit time
measurement uncertainty of approximately ±100 ns. This uncertainty is more
pronounced for low-energy γ rays, often absorbed in the detector surface
where the electric field may be weaker [56]. This reduced time resolution,
along with the high Compton background at low energies, may explain the
shorter optimal interval for the 121 keV line, while all other lines identified
as de-excitation γ rays have optimal intervals spanning over 350 ns. Further
slight variations observed around 700 keV can be attributed to the emergence
of significant background at later times in this region.

Following the determination of these intervals, the LOIs were fit in more de-
tail within the optimized time interval ∆topt. This peak fitting was performed
around the mean µ of each LOI, using a region to model the signal spanning
approximately ±3σ, where σ was determined from the previous Gaussian
fit. Additional sidebands covering ±3σ around the Gaussian peak were used
to constrain the background. Given the densely populated spectrum, shown
in Figure 12.10, the background within these sidebands was often not flat.
In certain cases, an additional Gaussian was introduced to account for a
secondary peak within the region.

The fitting procedure was based on a chi-squared minimization method.
The signal was modeled using a combination of Gaussian and tail functions
and the background with linear and step functions. These functions are
described in detail in [163] and are listed below:

fGauss(E) =
n√
2πσ

exp
[
− (E − µ)2

2σ2

]
,

flin(E) = a + b · E,

fstep (E) =
d
2

erfc
(

E − µ√
2σ

)
,

(12.6)
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f le f t
tail (E) =

c
2β

exp
(

E − µ

β
+

σ2

2β2

)
erfc

(
E − µ√

2σ
+

σ√
2β

)
,

f right
tail (E) =

c′

2β′ exp
(

E − µ

β′ +
σ2

2β′2

)
erfc

(
E − µ√

2σ
− σ√

2β′

)
.

The left tail of the peak is attributed to imperfect charge collections, whereas
the right tail may arise due to pile-up effects. Although µ and σ should ideally
be fixed by well-established and calibrated values, these parameters were
relatively loosely constrained, given the large uncertainties in the mean energy
values for excitation lines from databases. Additionally, the resolution function
for the peaks has not been definitively determined, as the calibration work
is still in progress. As a result, µ was allowed to vary by ±0.1 to 0.5 keV,
depending on the specific line, and σ was allowed to vary by -15% (+5%)
lower (larger) values compared to the estimate obtained by measuring the
peak width at half maximum.

Background estimations from adjacent sidebands constrain the linear and
step functions, with the latter further aligned to the same µ and σ of the
Gaussian function. A selection of fitted excitation lines are presented in
Figures 12.11 to 12.13, where each employed function is drawn for illustration.
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Figure 12.11: Measured spectra and fits of the 330.2 keV and 979.1 keV de-excitation γ
rays from 136Cs, histogrammed within the respective ∆topt intervals. The individual
functions used for the combined fit are also shown in dashed lines, except for the
primary Gauss function, which is drawn in solid lines. Some functions exhibit minor
contributions and may not be clearly visible.

Except for the 249.8 keV line, all fits yielded normalized chi-squared values
(chi-square divided by the number of degrees of freedom) ranging between
1 and 1.9. However, given the large number of functions and relatively lose
constraints, fits of peaks composed by two lines may result in a less accurate
estimation of the Gaussian amplitudes. This is particularly pronounced for
the overlapped 1013.7 keV and 1015.9 keV lines, as depicted in Figure 12.13.

111



244 246 248 250 252 254 256

Energy [keV]

20

40

60

80

100

120

140

160

180
310×

C
ou

nt
s data

/dof: 4.72Χfit, 

20

40

60

80

100

120

140

160

180
310×

C
ou

nt
s

244 246 248 250 252 254 256
Energy [keV]

3−
2−
1−
0
1
2
3

R
es

id
ua

ls

780 782 784 786 788 790 792 794

Energy [keV]

2

4

6

8

10

12

310×

C
ou

nt
s data

/dof: 1.52Χfit, 

2

4

6

8

10

12

310×

C
ou

nt
s

780 782 784 786 788 790 792 794
Energy [keV]

3−
2−
1−
0
1
2
3

R
es

id
ua

ls

Figure 12.12: Measured spectra and fits of the 249.8 keV and 786.8 keV de-excitation
γ rays from 135Cs, histogrammed within the respective ∆topt intervals.
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Figure 12.13: Measured spectra and fits of the 812.6 keV de-excitation γ ray from
135Cs (left), fit along with a nearby γ ray from 135Cs decay. The spectra and fits for a
double peak composed of 1013.7 keV and 1015.9 keV de-excitation γ rays from 136Cs
are shown on the right.
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Nonetheless, since the primary objective of this analysis is not to precisely
determine the number of counts within a peak, but rather to estimate the
line’s time evolution, the fits are considered satisfactory. For the purpose of
more accurate event count estimation, the incorporation of calibration inputs
are necessary to achieve more stringent constraints.

LOI time evolution & muonic lifetime

After fitting the peaks within the optimized time interval ∆topt, the fit pa-
rameters µ, σ, and the tail amplitudes relative to the Gaussian amplitudes
are held constant while fitting the LOIs over time intervals of 40 ns. For each
interval, the counts within the peaks are estimated by calculating the area of
a symmetric Gaussian distribution with an amplitude derived from the fitting
process. The resulting counts are histogrammed, yielding the time evolution
of the γ lines shown in Figure 12.14.
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Figure 12.14: Distribution of peak counts from the 330.2 keV and 608.2 keV de-
excitation γ rays from 136Cs (left) and 135Cs (right), displayed for 40 ns and 24 ns
binnings, respectively. The τ values obtained by fitting the distribution in the ranges
[50, 900] ns, [90, 900] ns and [100, 900] ns are respectively shown.

The decay time τ of de-excitation lines is related to the lifetime of the
muonic atom [56]. To quantify τ, the time evolution of each LOI was fit
with a sum of a constant term and an exponential function, the latter being
characterized by the total muon disappearance rate λtot [56]:

fexp(E) = a + exp
(−tµγ

τ

)
, where τ =

1
λtot

. (12.7)

The constant term accounts for a uniform background arising from random
hits. The muon disappearance rate is directly related to the OMC rate, since
it reflects both the probabilities for muon decay and for muon capture, as
detailed in [56]. To assess the uncertainties in the obtained τ values, the fits
were performed for three different time ranges, as shown in Figure 12.14.
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Figure 12.15: Lifetime values obtained from the 40 ns-binned time evolution of several
LOIs. The rounded markers represent the values derived for a time range between
50 ns and 900 ns. The solid (dashed) lines indicate the error-weighted mean (and
deviation) calculated using the fit results.

Additionally, a shorter time binning of 24 ns was investigated, leading to
similar results. The variations in τ primarily originate from the time fitting
ranges, as the time evolution is affected by uncertainties arising from the
timing of C# and Ge hits. This uncertainty is detector and energy-dependent,
thus resulting in variations of τ values derived from different lines and
detectors. These results are combined for a given detector and an error-
weighted average τ value is calculated for each Ge channel. Figure 12.15

shows the results obtained for the Ge channel 7.
To further validate the lifetime estimates, the time evolution of each LOI

was additionally studied using a counting method (following the procedure
described in Appendix A). The corresponding τ values obtained from fitting
these distributions are also presented in Figure 12.15 and show that both
methods agree. Fainter lines, such as the 330 keV line shown in Figure 12.14,
yield larger errors for both the fitting and counting methods12. As a result,
the mean value is predominantly influenced by the most intense lines. Yet,
the consistency among all values reaffirms the proper classification of all
candidate de-excitation lines shown in Figure 12.15.

Relative intensities of de-excitation γ rays

As aforementioned, comparing the relative intensities and BR of de-excitation
γ lines can further validate their proper identification. For this comparison,
the measured intensities must be corrected for the energy-dependent efficiency
of the HPGe detectors. Using a preliminary efficiency function for HPGe
detector 7, this study was performed. For each line, the fitting process was

12 In cases of faint lines within high background regions, like the 706.5 keV γ from 136Cs, the
fits failed to converge, and the line is omitted from the figure.
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executed within the optimum interval, and the estimated peak counts were
then normalized for efficiency, lifetime effects (as partial intervals are utilized
for integrating peak counts), and the highest relative intensity. The results are
summarized along with each investigated line in the next section, where only
the mean values are compared in a qualitative matter, while potential errors,
likely dominated by corrections such as efficiency, are not discussed.

12.5 summary of identified lines , conclusions & outlook

In this work, methods for line identification in the densely populated enrBa
data were developed, leading to the identification of over 100 lines13. Among
these, over twenty lines are categorized as de-excitation lines from 136Cs and
135Cs. Lines with minimal overlap with other µX and γ lines were selected for
more detailed studies. The results of these analyses confirmed their correct
classification through the identification of characteristic optimal intervals and
the determination of decay times.

A summary of the in-depth studied de-excitation γ rays from 136Cs is
presented in Table 12.1, including their relative peak intensities. While a BR
relationship exists for the 330.2 keV, and 1013.7 keV γ rays, their BRs have
large uncertainty, ranging from 60 to 100%. Despite potential uncertainties in
the intensity measurement of the latter line due to its peak-overlap structure
(Figure 12.13), the relative intensities seem to be consistent.

Table 12.1: Energy levels, decay times and relative intensities of selected 136Cs de-
excitation γ rays. The listed decay times correspond to values obtained from the
fit method within 50 to 900 ns, shown in Figure 12.15. The γ intensities are shown
relative to the most intense line.

E(level)(keV) Jπ(level) γ Energy (keV) decay time τ (ns) γ intensity
3684 14+ 121.4 96 1.00

3257.8 13- 330.2, 1013.7 94, 86 0.70, 0.45

4086.7 15- 706.5 - 0.26

4359.2 16- 979.1 76 0.47

4396.1 16- 1015.9 86 0.49

Several other lines that should follow the emission of the identified lines
above, such as the 406.4 keV, 729.8 keV, and 309.4 keV de-excitation γ rays
from 136Cs [162], seem to be observed in the spectra. However, due to their
overlap with other µX and γ lines, they necessitate stricter fit constraints to
be investigated accurately.

While the peak identification provided in this study is not yet final, as
ongoing work continues in calibrating energy and efficiency parameters, the
method presented here can be employed once these calibration parameters
are finalized. Improved calibration will facilitate the fitting of overlapped
peaks, which is essential for validating overall line identification.

13 The full list was provided to the collaboration and is not shown here.
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As a by-product of this analysis, preliminary values for the total muon
disappearance rates were obtained. The values obtained from data recorded
by three HPGe detectors are shown in Table 12.2.

Table 12.2: Lifetimes τ obtained per detector using ten de-excitation γ rays as pre-
sented in Figure 12.15, or excluding low-energy (below 250 keV) γ rays.

Channel Lifetime τ (ns) Lifetime τ, exc. low E (ns)
Ge 5 85.9±0.7 82.2 ± 1.8
Ge 7 85.6±0.8 78.8 ±1.9
Ge 8 110.8±0.9 86.3 ±1.9

The values in Table 12.2 were obtained using the time ranges specified in
Figure 12.15, where the starting time of 50 ns was based on the boundaries of
the optimum interval for µX lines in Ge channel 7. However, other detectors
appear to have poorer timing resolution, an effect especially observed in
their time distributions of low-energy γ rays. This accounts for the signifi-
cantly larger τ obtained for Ge channel 8, when low-energy γ rays are not
excluded. This result indicates the importance of defining energy-dependent
and detector-dependent time ranges based on the study of µX lines measured
by these detectors.

While the obtained lifetimes (muon disappearance rates) are directly related
to the total OMC rate and the relative γ intensities to relative partial rates, the
results presented here are only indicative of these parameters. The lifetime τ
reflects a not-yet corrected capture rate, as contributions from the free muon
decay or from other Barium isotopes, carbon, and oxygen present in the target
were not yet considered. The γ intensities may also have contributions from
other higher-lying levels [56]. Additionally, as other analysis parameters such
as calibrations are finalized, the peak fits should be conducted again for a
more accurate estimation of peak counts and time evolution.

Despite these considerations, the investigations and analyses presented
in this chapter are crucial steps toward identifying and characterizing de-
excitation lines in the enrBa dataset, laying the groundwork for establishing
a final set of de-excitation lines and their associated results for the total and
partial rates of OMC.
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PART V

PASSIVE NEUTRINO AND DARK MATTER
DETECTION WITH PALEOCCENE
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13
PA RT I C L E D E T E C T O R S R E A D O U T B Y L I G H T- S H E E T
F L U O R E S C E N C E M I C R O S C O P Y

In this chapter, we shift focus to another field within neutrino research: the
detection of reactor neutrinos through their coherent elastic scattering with
nuclei. Here, we introduce Paleoccene, a novel concept aimed at detecting
low-threshold nuclear recoils induced by neutrinos or dark matter. As this
chapter lies beyond the central theme of 0νββ-decay search explored so far
in this thesis, we begin with a brief overview of the primary objectives and
concept of Paleoccene. This overview is followed by the motivation for
low-threshold dark matter and neutrino detectors, alongside an introduction
to passive solid-state detectors. Given the broad scope of this project, these
introductory sections are by no means exhaustive; their purpose is to provide
the necessary context for comprehending the measurements conducted in this
thesis as R&D for Paleoccene.

13.1 brief overview

Despite being five times more abundant than ordinary matter [164], dark
matter has not yet been detected. To detect neutrinos, tons of sensitive vol-
ume or powerful beam-lines are usually required to obtain a few events per
day [165–167]. The pursuit of dark matter detection and the exploration
of neutrino interactions have driven numerous experiments to push tech-
nological boundaries [68, 71, 73, 168–173]. Most of the currently employed
techniques rely on the collection of charge, photons or phonons produced
within sensitive targets following particle interactions [68,71,73,165–173]. The
Paleoccene collaboration pursues a new approach: light-sheet fluorescence
microscopy (LSFM) to read out color centers (CC) arising from dark matter or
neutrino induced nuclear recoils in transparent crystals [174, 175].

These CCs are crystalline defects that can alter the color of materials through
fluorescence, which is the same physical process previously referred to as
wavelength shifting (Chapter 5). Despite their nanoscale dimensions, CCs
may emit visible-wavelength photons upon excitation [174], facilitating their
detection with optical microscopes. Moreover, CC-based detectors hold poten-
tial for exploring particle interactions at low-energy nuclear recoil thresholds,
given that CCs require 10-50 eV nuclear recoil energy to form [174, 176].

To potentially establish CC fluorescence as a sensitive, low-threshold de-
tection method for dark matter and neutrinos, a fast imaging method of
individual CCs is essential and thus the scalable imaging offered by LSFM is
particularly relevant [174, 175].

119



This work presents the first LSFM measurements of radiation-induced CCs
within transparent crystals, demonstrating the method’s potential to scan
crystals that could work as passive particle detectors. Particularly for neutrino
detection through coherent elastic neutrino-nucleus scattering (CEvNS), this
method offers the advantage of ex-situ readout, enabling passive crystals to be
more easily accommodated in the close proximity of a nuclear reactor. These
low-threshold passive detectors would thus not only offer potential for the
first reactor CEvNS detection but could also serve as nuclear nonproliferation
safeguards [174]. The next section offers more background on this application
as well as on the motivation of employing these detectors for dark matter
detection.

13.2 motivation & background

Dark matter search at low-energy nuclear recoils

Substantial evidence supports the existence of dark matter [164, 177] – a type
of matter that exerts a gravitational pull within our galaxy and universe, but
is ’dark’ because it does not interact with photons, unlike ordinary matter. A
prominent dark matter candidate is the so-called WIMP (weakly interacting
massive particle). As our solar system is immersed in dark matter, traveling
across it at 220 km/s, we should constantly receive a flux of these particles.
While most of WIMP particles are expected to traverse the Earth unnoticed,
they may prompt observable signals when interacting with ordinary nuclei,
inducing them to recoil. These nuclear recoils are the signal many WIMP-
search experiments have been seeking to detect [68, 71, 73, 168–171]. The
absence of such signals in experiments ranging from kilogram to ton scales
yields constraints on WIMP mass and interaction cross section.

Prominent among these experiments are the noble-liquid-based detectors,
such as the Xenon experiment [178], which have been setting limits on increas-
ingly lower spin-independent interaction cross sections [171–173]. To cover
the WIMP parameter space at low masses, low-energy threshold solid-state
detectors operating at milikelvin temperatures are often employed. These
detectors, such as CRESST and CDMS, collect phonons as the signal from a
potential WIMP interaction [168, 169]. However, there has been a common
background to this detection channel: phonon-based experiments have been
detecting an unknown signal, leaving much of the low-energy WIMP search
parameter space uncovered [168, 169, 179]. Given the low-energy threshold
(tens of eV) expected for CC creation [174, 176], CC-based detectors could
potentially fill this gap [174–176, 180], particularly by searching for sub-GeV
WIMPs through spin-dependent interactions [174].
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Nuclear reactor neutrinos & nonproliferation safeguards

Nuclear reactors emit intense fluxes of neutrinos, which originate from beta
decays of fission fragments (A, B, ...) produced within the reactor core:

235
92 U + n → Fission Products A, B + 3n + Energy,

A → A’ + e− + ν̄ → . . .

B → B’ + e− + ν̄ → . . .

Using a reactor source of neutrinos, the first detection of neutrinos was
achieved by Reines and Cowan in 1956 [10], decades after the prediction of the
existence of neutrinos by Pauli. This detection was achieved via measuring
inverse beta decay (IBD) reactions:

ν̄ + p → n + e+.

In this process, a neutrino interacts with a proton from a hydrogen-rich
medium like water or an organic scintillator, producing a positron and a
neutron, which result in O(MeV) signals from positron annihilation and γ
rays following neutron capture. This reaction requires neutrino energies above
1.8 MeV, a threshold established by the mass difference between initial and
final states [181]:

∆m = mn − mp + 2me

Despite the moderate kinetic energy threshold and the small cross section
of O(10−43 cm2) [182] for this interaction, IBD detectors have succeeded in
observing neutrinos across diverse physics programs, spanning from the
earliest neutrino discovery to neutrino flavor oscillation measurements, and
more recently, reactor monitoring [10, 182, 183]. However, the inherent large-
scale of IBD detectors limits their application for reactor monitoring aimed
at nuclear nonproliferation efforts [182]. As a result, alternative detection
methods, such as coherent elastic neutrino-nucleus scattering (CEvNS), have
been proposed to address this challenge.

CEvNS is a neutral-current interaction between a neutrino and nucleus,
where the neutrino interacts with the nucleus as a whole, transferring a small
amount of momentum to it, causing a recoil:

ν̄ + X → ν̄ + X.

The differential cross section for CEvNS is given by the equation:

dσ

dT
=

G2
F

2π
mN

(
1 − mNEr

2E2
ν

)
Q2F2(Q2),

where GF is the Fermi constant, mN is the target nucleus mass, Er is the
nuclear recoil energy (=q2/mN), Eν is the neutrino energy, Q is the weak
charge, and F(Q2) is the nuclear form factor (=1 for q2 → 0) [183].
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Unlike IBD, CEvNS imposes no kinetic threshold, being thus sensitive to
low-energy neutrinos. Moreover, the cross sections for CEvNS can surpass
those for IBD by up to two orders of magnitude [181], particularly for heavier
target nuclei due to the quadratic cross section dependence on the neutron
number of the target nucleus [183]. Consequently, CEvNS stands as a promis-
ing detection mechanism for reactor monitoring through compact detectors
situated in proximity to reactors [174].

Yet, a challenge persists: CEvNS from reactor neutrinos remain unobserved
to date. In fact, the first CEvNS observation was just recently accomplished by
the COHERENT experiment, employing a modest-sized detector consisting
of 14.6 kg of CsI[Na] scintillating crystals [76]. However, this detection was
achieved by using a high-flux accelerator source of neutrinos with energies
around 50 MeV [76]. Although the neutrino flux provided by the spallation
neutron source (SNS) did not outmatch the flux of a Gigawatt (GW) nuclear
reactor, it offered higher-energy neutrinos, as presented in Table 13.1. This
enabled CEvNS observation at a threshold of 5 keV, while thresholds below
1 keV are necessary for the detection of reactor neutrinos CEvNS [181].

Table 13.1: Fluxes and maximum energies of common neutrino sources.
Source Flux (νs/cm−2 s−1, at a given distance) Maximum Energy
Sun O(1011) (at Earth) [7] ≲10 MeV
SNS O(107) (at 20 m from the source) [184] ≲50 MeV
GW Reactor O(1012) (at 20 m from the source) [182] ≲8 MeV

Numerous dedicated experiments have been tackling the challenge of
achieving low-energy detection thresholds and aiming at observing reac-
tor neutrino CEvNS for the first time [185–187]. These efforts are motivated
by the broad extent of physics that can be investigated through CEvNS inter-
actions, which include investigations of nonstandard neutrino interactions,
neutrino electromagnetic properties, neutron distributions within nuclei, and
neutrino supernova detection [181, 182, 188].

Covering all these aspects exceeds the scope of this chapter, we will thus
specifically focus on the application of CEvNS detectors as nuclear reactor
monitors aimed at nuclear nonproliferation verification. This application can
be facilitated by employing compact, low-threshold passive CEvNS detectors,
such as those proposed by Paleoccene. In contrast to the resource-intensive
large-scale IBD-based detectors, the scalability of such detector technology in-
troduces the prospect of efficiently monitoring approximately 450 operational
commercial nuclear reactors and several hundred research reactors, most of
which falling under the inspection of the International Atomic Energy Agency
(IAEA). The monitoring of these reactors is in line with the verification re-
quirements for the Treaty on Nonproliferation of Nuclear Weapons [174, 182].

Before detailing further about the operation of these detectors as nuclear
safeguards, we briefly overview the imprints of particle interactions in dielec-
tric crystals and minerals – a foundational introduction for better compre-
hending the Paleoccene concept.
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Crystals, trail damage & color center defects

When particles interact with atoms in an insulating solid, such as a mineral or
a transparent crystal, they can leave behind a trail of damage known as tracks.
These tracks are metastable linear regions within the crystalline structure of
the material, characterized by various forms of crystalline damage, including
mechanical stress, local amorphization, or the presence of vacancies. These
regions of ‘localized melting of the crystalline structure’, exhibit contrasting
properties that resemble the passage of the particle.

Imaging these tracks has long been part of the palette of radiation detection
methods [189]. For instance, imaging uranium fission tracks, as shown in
Figure 13.1, has been an established technique for rock dating since the
1960s [190]. This method was also applied to estimate the interaction of
dark matter particles in ancient muscovite mica samples [191]. However,
conventional fission tracking techniques require etching the sample before
optical microscope imaging, which is labor-intensive, destructive, and has a
relatively high threshold for detection1. Consequently, this etching method
is not well-suited for the purpose of detecting dark matter or neutrinos.
An alternative approach is directly imaging tracks using high-resolution
microscopy techniques [192], but these methods are not scalable.

Figure 13.1: Etched fission tracks and dislocations in Apatite imaged with an optical
microscope. Figure from [193].

Moving from the elongated, etchable damage tracks to smaller scales,
various types of crystalline point defects can produce observable effects in
crystals. Among these are CCs, which are classified into: electron excess (F-
centers), hole excess, or complex centers [194]. CCs involve point defects such
as vacancies, substitutional and interstitial defects (often including impurities),
or a combination thereof. They can be native defects to the crystal or induced
by irradiation [194]. Particles such as neutrons, ions, or γ rays may create
these defects in crystals by either displacing atoms, generating new vacancy
defects, and/or through ionization2. Well-know examples of CCs are the

1 The threshold depends on the specific energy loss per track length required for an etchable
track to form [189].

2 The ionization process is more complex, as it can lead to the formation of CC defects by
directly ionizing impurities (or defects complexes), or by transferring energy to electrons
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nitrogen-vacancy (N-V) centers in diamond, which are currently intensively
studied for applications in quantum sensing and quantum bits. These centers,
composed of a complex of substitutional nitrogen impurities and a carbon
vacancy, emit colors that dependent on the configuration and number of
substitutional nitrogen atoms involved in the complex [196].

In this chapter, and within the Paleoccene context, we primarily focus
on the F-type3 of CCs, which consists of anionic vacancies occupied by
unpaired electrons, as shown in Figure 13.2. Such a quantum system exhibits
fluorescence, emiting visible light when excited by UV or visible light.

Figure 13.2: Interaction of particles such as neutrons, neutrinos (ν), or WIMPs with a
nucleus in a target (1), can induce nuclear recoils. If the displaced atom is an anion,
its vacancy can be filled by an electron, forming an F-center (2).

CCs, as other types of defects, have been employed to characterize materi-
als [194, 197]. With the increasing pursuit for reaching low-energy thresholds,
CCs have been recently proposed as potential signals for WIMP search de-
tectors [176]. Certain materials have been identified to exclusively produce
CCs in response to nuclear recoils or exhibit distinct colors for electron and
nuclear recoils [198]. However, these features have been primarily investigated
through far-field spectroscopy.

Building on these developments and on recent advancements in microscopy
techniques, the Paleoccene concept was introduced in 2021 in a publication
presenting sensitivity estimates for dark matter and CEvNS detection using
CCs, along with the proposal of new CC readout and applications [174].

in the medium which may trigger further ionization or atom displacement. For the latter,
it is worth noting that the energy required for these displacements is small (a few tens of
electronvolts). Consequently, even though electrons are not highly effective in displacing
atoms, electrons with energies in the range of a few hundred keV can still result in the
generation of single-site vacancies within the crystal lattice [195].

3 We note that while some literature refers to F-centers as being any type of CCs (Farbzentren),
here we refer to it only as defined.
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13.3 paleoccene

Paleoccene (Passive low-energy optical color center nuclear recoil) is a mul-
tidisciplinary collaborative effort aimed at developing passive detectors of
dark matter and neutrinos [174,175]. To advance this goal, Paleoccene teams
work on theoretical estimations, simulations, sample irradiation, fluorescence
measurements using far-field spectroscopy, and LSFM measurements. This
chapter focuses on the latter, which lies at the core of the Paleoccene concept
– namely, the use of LSFM to read out CC signals induced by dark matter and
CEvNS interactions in transparent crystals [175].

The concept in a nutshell

Here, we illustrate the concept for the reactor neutrino CEvNS application,
where passive crystals of around 100 g would be placed near a nuclear reactor.
The exposure to the large flux of neutrinos may induce nuclear recoils and
consequently CCs in the crystal, as illustrated in Figure 13.2. If the nuclear
recoil displaces an atom by approximately 1 nm (equivalent to an Er of a few
tens of electronvolts), the corresponding vacancy and associated CC can be
long-lived at room temperature [174, 193].

After an exposure of approximately 90 days, the crystal undergoes an LSFM
scan, where a thin light sheet illuminates sections of the crystals. The fluores-
cence emitted by the CCs upon excitation is recorded with precise (O(µm))
x-y-z position and light intensity information, as depicted in Figure 13.3.

Figure 13.3: In LSFM, a thin light sheet illuminates a z-section of the sample x-y
plane which is observed by a camera orthogonal to the light-sheet source (1). By
incrementally shifting the sample along the z-axis, 3D images are generated. The
scans acquired prior (2) and after the exposure (3) to the reactor can be compared.
Feasible target materials should yield none or distinct response to γ rays (3).

By comparing the number and positions of CCs between pre- and post-
exposure scans, it is possible to estimate the total neutrino fluence and, conse-
quently, the reactor power. This data can be cross-checked against declared
values, allowing for validation of reactor shutdown periods. Monitoring the
reactor power is important within the context of nuclear nonproliferation
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verification [174], providing means to prevent the diversion of plutonium,
which is a fissile material well-suited for fabrication of nuclear weapons [182].

With the precise knowledge of CC positions within the crystal, Paleoc-
cene offers a nuclear nonproliferation safeguard concept with a certain level
of tamper-proof security. This is due to the fact that replacing a monitoring
crystal with a new one would result in a distinct pattern of CCs that would
differ from those recorded in the pre-exposure scan [174].

To mitigate the impact of cosmogenic background radiation, a moderate
overburden of approximately 1.5 m depth is sufficient [174]. Given the com-
pact size of the proposed detectors, creating small boreholes (�10 cm) at the
required depth for overburden could be accomplished with relative ease.
Being passive, these detectors offer unsupervised operation without the need
for cryogenic and high voltage installations, unlike traditional reactor neu-
trino detectors [185–187]. They can operate at room-temperature and in close
proximity to nuclear reactors, where active instrumentation and associated
cryogenics are often not feasible.

For dark matter detection, the detectors should be placed in underground
laboratories and the readout performed in-situ. Further details about this
application, including sensitivity estimates and background sources for both
reactor neutrinos and dark matter detection, can be found in [174].

Probing color centers with fluorescence microscopy

While passive detectors read out by microscopy have been utilized in the
past, recent technological advancements on microscopy make this proposal
attractive again. Particularly interesting is the use of fluorescence microscopy
to image CCs, allowing to probe nanometer-sized atom dislocations resulting
from low-energy recoils. As this techniques operates within optical wave-
lengths, it yields faster imaging compared to nanometer-scale microscopy
methods such as transmission electron microscopy (TEM) and atomic force
microscopy (AFM).

In fluorescence microscopy, a sample is excited with a specific wavelength
of light, and the emitted fluorescent light is collected using a combination of
filters, objective lenses and a camera. By filtering out the excitation wavelength,
the signal emitted by fluorescent CCs can be effectively isolated in the images.
The brightness of each imaged pixel can potentially provide information about
the density of CCs within that pixel, possibly allowing for the differentiation
between single-site vacancies and full tracks.

Fluorescence microscopy techniques vary in resolution and throughput. In
ascending order of scan speed, traditional methods include confocal fluores-
cence microscopy, widefield fluorescence microscopy, and LSFM, also known
as selective plane illumination microscopy (SPIM).

Although single CCs have been imaged using widefield and confocal fluo-
rescence microscopes [199, 200], imaging CCs with LSFM offers further ad-
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vantages: sharper imaging compared to widefield, reduced sample exposure
(leading to minized bleaching of signals), and higher throughput [6].

The highest scan speeds have been demonstrated by LSFM setups, but
until recently, there was no commercial setup providing fast 3D fluorescence
microscopy of large (cm-sized) samples. This gave rise to the development of
the mesoscale SPIM microscope (mesoSPIM), led by scientists at the UZH [6,
201,202]. This novel setup has been employed in the measurements conducted
in this thesis and is described within the next sections.

13.4 measuring radiation-induced color centers in calcium

fluoride

To study CCs with LSFM, CaF2 crystals were acquired and irradiated with
neutrons or γ rays. While many dielectric crystalline materials can present
CCs [174, 176, 198], CaF2 was initially selected due to its suitable excitation
wavelengths [176]. Moreover, CaF2 crystals can be easily obtained in several
shapes and from diverse vendors. The specific samples and their respective
irradiation are described below.

13.4.1 Samples & irradiation

The CaF2 samples used in these experiments were mostly cubes of 1 cm3

size, with all sides polished. The cubic shape and polish of the crystals were
chosen in order to minimize multiple scattering of light in the sample. The
samples stemmed from different vendors, and were either irradiated or left
unirradiated (blank reference), as described below.

• Cubic γ-irradiated crystals: Samples acquired from Crystran [203] were
irradiated in a 60Co irradiator at Penn State University. The crystals,
shown in Figure 13.4, received doses of 100 kRad and 5 MRad each
(corresponding to fluences of up to 50 · 1013ph/cm2), being subsequently
named after their received doses. Due to the isotropic nature of the
radiation source and the low attenuation of 1.17 MeV and 1.33 MeV γ
rays by 1 cm of CaF2 [204], the deposition of energy by the γ rays in
the crystal is expected to be uniform. Two other crystals from the same
batch were left blank.

• Cubic neutron-irradiated crystal: sample acquired from United Crystals
[205] and irradiated by Paleoccene collaborators at Virginia Tech at
a neutron flux of 108 n/cm2 provided by a lead-shielded Americium-
Beryllium source. The irradiated sample is referred to as VT303, and a
blank sample from the same batch is designated as VT306.

• Disk-shaped neutron-irradiated crystal 2 mm-thick disk with a diame-
ter of 1 cm irradiated by Virginia Tech collaborators at a neutron flux of
1010 n/cm2. This sample is named VT02.
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Figure 13.4: γ-ray irradiated CaF2 crystals. The crystal with the highest radiation
dose changed color to green.

13.4.2 Fluorescence microscopy measurements

The measurements were conducted using three types of fluorescence micro-
scopes, each chosen for the specific features they offered, such as improved
resolution, larger scan speed, and more precise color information.

The standard and benchtop mesoSPIM microscopes: These LSFM micro-
scopes offer near-isotropic resolution imaging of cm-sized samples within
minutes, eliminating the need to slice the sample as often required for large
sample imaging. This capability is attributed to the long working distances of
the objectives and the light-sheet optical sectioning, which allows for imaging
CCs in 3D deep within crystals. The mesoSPIM resolution and scan speed
can be adjusted using a set of automated lenses (with magnifications ranging
from 0.8× to 20×) and the light-sheet axial (z) step.

The standard mesoSPIM achieves a scan rate of approximately 1 cm3 per 5
minutes at a 6 µm isotropic resolution [201]. Its upgraded version (benchtop)
now attains 1.5 µm resolution in the x-y plane4, with a scan speed up to
∼10 cm3 per hour. Data file sizes range from ∼10 to 250 Gb /cm3, depending
on the scan mode. Both setups are shown in Figure 13.5.

In both mesoSPIMs, lasers provide the excitation light and sCMOS cameras
(Hamamatsu Orca Flash) are employed. The light sheet is created by an
electrotunable lens (ETL), and is swept axially, yielding uniform z-resolution
across the field of view. Part of the upgrades for the benchtop mesoSPIM
was dedicated to improving CC imaging. As presented in Table 13.2, the
benchtop mesoSPIM features a significantly increased field of view, improved
resolution, and higher throughput compared to the standard version. All
these enhancements were achieved at decreased cost and footprint [6].

Widefield Leica Thunder 3D: This inverted fluorescence microscope pro-
vides a wide range of magnifications and features both a color camera and
a monochromatic one. In addition to the fluorescence emission filter, this
setup employs an excitation filter to ensure monochromatic excitation light5.

4 And 3.3 µm axial resolution, defined by the thickness of the light sheet. For isotropic
resolution, the sample can be rotated.

5 This filter is crucial in this context, as the LED light is delivered through the same objective
used to collect the fluorescence light. LEDs are also generally less monochromatic than lasers.
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Figure 13.5: Images of: the standard mesoSPIM (1); a CaF2 crystal prior to imaging (2)
installed in a custom-made sample holder (3); the benchtop mesoSPIM (4) [6], where
the illuminated transparent crystal appears bright blue, and a microscope image of a
partially illuminated crystal (5).

Due to the restricted working distance of the Leica microscope and increased
shadowing caused by background fluorescence from other illuminated planes,
this microscope was primarily used to gather information about the color
emitted by the CCs, utilizing its color camera.

Table 13.2 provides the specifications of the three employed microscopes,
listing only the excitation wavelengths (λexc) and filters used in this work
(though the setups offered more options). The quadband (quad) filter blocked
light of the four respective wavelengths, while LP denotes a long-pass filter
that blocks light above a specific wavelength.

Table 13.2: Microscopes specifications and employed settings. The working distance
(WD) and travel ranges (TR) along the z-axis are shown for the Leica and mesoSPIM
setups, respectively. For the Leica setup, pixel sizes (PS) are indicated only for the
color camera. The field of view (FOV) refers to the number of camera pixels. All
images were produced with a 16 bit depth, resulting in the listed image sizes.

Microscope WD/TR Cam. PS FOV (pixels) Im. Size
Leica Thunder 3D 0.17-10 mm 5.6 µm 2048x2048 8.4 MB

mesoSPIM (standard) 100 mm 6.5 µm 2048x2048 8.4 MB
mesoSPIM (benchtop) 100 mm 4.25 µm 5056x2960 30 MB

Magn. λexc (nm) Exc. / emission filters
5×-40× 390 375-405 / 415LP
0.6×-6× 405, 488, 561, 640 - / quad, 515LP, 594LP

0.8×-20× 405 - / quad
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Methods

The CaF2 crystals were placed in a custom-made sample holder designed
for imaging crystals with the mesoSPIM (Figure 13.5). A mesoSPIM python-
based software was utilized to select the microscope settings. These included
selecting excitation wavelength, emission filter, laser intensity, galvo amplitude
(which is associated with the coverage area of the light sheet), focusing, and
translating (in x, y, z) or rotating the sample.

Given that refractive-index matching immersion was not utilized, the focus
must be adjusted not only for one surface, but fully across the crystal. To
accomplish this, features like scratches or dust particles on the frontal and
back surface of the crystals were utilized6. To ensure proper crystal alignment
and ETL parameter settings, the following procedure was followed: The
laser motion was stopped, creating a laser ‘line’ within the crystal. While
observing the sample through the microscope, adjustments were made to the
ETL parameters and sample position until a very thin and focused line was
achieved. This indicated the correct ETL parameter setting and minimized
laser scattering within the sample.

To accurately assess the signal, samples were scanned both before and after
irradiation or compared to a blank reference. Various magnification objectives
and laser wavelengths were employed, and the corresponding emission filters
listed in Table 13.2 were utilized to prevent excitation light from reaching the
detectors.

To mitigate background fluorescence from surrounding materials, the sam-
ple holder was covered with the Metal Velvet™ absorbing foil from Ack-
tar [140]. This was necessary as low levels of fluorescence may lead to
bright features imaged with the mesoSPIM, given its sensitive camera and
high-power lasers (100 mW). While the microscope itself is housed in an
enclosure, ambient light was further minimized by turning off room lights
before initiating scans.

Further background components were assessed through data analysis. For
this purpose, the data taking involved acquiring background data through: i)
Initiating scans with the light-sheet positioned outside the crystal to assess
surface background; ii) Conducting scans with the laser switched off to
evaluate camera noise; iii) Performing scans with partial illumination (using
varied galvo amplitudes) to characterize stray light background.

As part of the acquired data included these background regions, a fiducial-
ization of the 3D imaged volume was performed, where the region of interest
(ROI) was defined by excluding scans close to the surface and non-illuminated
parts, as illustrated in Figure 13.6.

To further validate measured signals as originating from CCs, multiple
scans of the same sample were acquired, and correlation between regions
in repeated scans (scan matching) was studied [206]. A summary of investi-

6 As the bulk of the crystals is highly transparent, focusing must be performed on the surfaces.
Therefore, the crystals were not cleaned, as their surface dust was utilized as focusing
markers.
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Figure 13.6: Top: Mean pixel intensity per z-scan within the x-y fiducial volume.
The intensity is low at first, as the light-sheet does not touch the crystal yet, but it
increases when z is at the surface, primarily due to bulk and/or dust fluorescence.
Finally, the intensity stabilizes within the bulk (only z scans up to the middle of
the crystal are shown). The z-fiducialization is defined within the stable region (2).
Examples of surface scans (1) and fiducial scans (2) are shown. The x-y fiducial area
is also indicated in the latter and the bright spots on the former are attributed to dust
or scratches.

131



gated background sources and their corresponding background suppression
methods are described below.

• Surface background: This background could arise from fluorescent
contaminants (eg., as dust and oil) [120], or from centers that intensely
scatter light (such as dust or scratches). Fiducialization effectively avoids
this background by excluding surface scans/regions from the analysis.

• Stray light: Ambient light or fluorescence originating from regions other
than the illuminated path within the crystal (such as from surrounding
materials). It was mitigated by covering surrounding materials with
absorbing foil, maintaining a dark environment, and can be further
suppressed by the scan-matching technique.

• Filter Leakage: It is not known whether the filter presents any leakage.
However, by comparing the signal from irradiated vs blank, we can
rule out a net signal as originating solely from filter leakage. On a
pixel-by-pixel basis, this can be further mitigated by the scan matching.

• Lens fluorescence: Glasses may exibit a low level of fluorescence [120].
Although this signal would appear in matched scans, its appearence
across multiple z-planes would clearly distinct it from a single-site CC.

• Camera hot pixels: Defective camera pixels that more often yield a
signal, which can be discriminated as in the case of lens fluorescence.

• Camera shot noise: Thermal noise, stemming from random thermal
excitations, was estimated by taking data with the laser switched off.

The scan matching method and automated fiducialization are part of V.
Aerne’s MSc thesis [206] and not discussed here. The other aforementioned
background suppression methods were investigated, utilizing primarily the
comparison between images before and after irradiation (or irradiated vs
blank), within the fiducialized volume.

Standard mesoSPIM results

The results from the 100 kRad crystal imaged at 1× magnification in response
to several excitation wavelengths are presented in Figure 13.7. These results
show a clear, well above the background, fluorescence signal observed from
the illuminated region (a) of scans within the 100 kRad crystal. This signal is
particularly intense in response to 405 nm excitation light measured with a
quad filter, and it is suppressed when the 515LP filter is employed, indicating
that the majority of the fluorescence emission lies below this wavelength.

The signal is more intense within the bulk fiducialized region of the crystal,
showing that the primary source of signal is not from surface background,
stray light, or lens fluorescence. A comparison of the signal from region (2) to
the background measurement with the laser off indicates some level of stray
light, albeit not significant in comparison to the signal within the ROI.
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Figure 13.7: Mean pixel intensity per Z-scan measured from the 100 kRad sample
(solid lines) within the ROI (a) and non-illuminated background region (b). Each
curve corresponds to a 3D scan acquired in response to a specific wavelength and
filter setting (displayed in different colors, as indicated in the legends). The measured
intensity increases when the light sheet is at the surface and further increases (a)
or decreases (b) when it is within the crystal, depending on whether the region is
illuminated (a or b) or whether the crystal was irradiated (blank reference measure-
ments are shown by dashed lines). The y-axis present different scales. The vertical
line marks the boundary of the fiducialized z-region, utilized for the average values
presented in Figure 13.8.
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Utilizing the intensities extracted from planes within the fiducialized region,
an average intensity was calculated for each measurement presented in (a),
facilitating the comparison among the measurements. These results, displayed
in Figure 13.8 (left), show that the blank sample yields signals comparable to
the laser off background while the irradiated sample yields a signal above
the background for all excitation wavelengths. These crystals were also
scanned prior to irradiation, and the measured intensity from those scans
was comparable to the background, as measured from the blank reference.
This observation indicates that the measured signal cannot be attributed to
intrinsic sample fluorescence variability within samples from the same batch.
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Figure 13.8: Quantification of crystal fluorescence from blank and irradiated
(100 kRad) crystals imaged with different excitation wavelengths, and emission filters
(left). The same comparison is performed for the blank and irradiated VT306 and
VT303 samples (right), albeit only in response to 405 nm excitation. The background
line represents the signal measured when the laser is off. The small error bars in
orange show the standard deviation of average pixel intensities. The solid bars show
the mean value of the distribution.

On the right of Figure 13.8, analogous results are shown for the neutron
irradiated samples. However, in this case, both blank and irradiated samples
yield signals above the background level. Although the irradiated sample
yields a larger signal, no data from this sample was acquired prior to irradia-
tion to evaluate whether this could be attributed to some intrinsic fluorescence
variability within the sample batch.

benchtop mesoSPIM results

The enhanced magnification and reduced pixel sizes offered by the bench-
top mesoSPIM revealed track-like structures in the images. A few of these
structures were visually identified in one of the scans of the 100 kRad sample,
and their presence was further confirmed by their appearance in the same
positions during a repeated scan, as depicted in Figure 13.9.
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Figure 13.9: Exemplary z-planes exhibiting a track-like structure of approximately
20 µm observed in the same x-y-z positions of repeated scans from the 100 kRad
sample imaged at 10×.

In this specific example, the track-like structure spanned around 6 z-planes
and did not appear in the same x-y position across the other hundreds of
z-planes. A detailed analysis of the correlation between matching points along
this track, as compared to the expected correlation from random matching
in the two acquired 3D scans, indicated that the track is unlikely to be a
random feature. The correlation coefficient of the track matching points
was several standard deviations above the mean value of the random noise
distribution [206].

Leica results

Utilizing the Leica microscope in color camera mode, the fluorescence color
emitted by three crystals were directly imaged, as shown in Figure 13.10.

Figure 13.10: Left: Bright-field images of irradiated and blank crystals acquired
without filters. Only a portion of each crystal is visible in the image. Right: The same
crystals, in the same positions, imaged in fluorescence mode using 390 nm excitation
light and corresponding filters, allowing only fluorescent light to be detected.

A blue emission is observed from the 5 MRad and VT14 irradiated samples,
while no emission above the background level is observed from the blank
crystal, a similar result to those obtained with the standard mesoSPIM.
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13.4.3 Spectroscopy measurements

To further study the fluorescence of irradiated samples, the forward trans-
mission and fluorescence spectra of blank and γ-irradiated samples were
measured in response to light from 250 to 800 nm using a UV-vis spectropho-
tometer and an Edinburgh Instruments FS5 spectrofluorometer, respectively.
The main results are shown in Figure 13.11.
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Figure 13.11: Transmittance spectra from blank and irradiated samples (left). Flu-
orescence spectrum (right) of 100 kRad irradiated sample measured in response to
400 nm light.

These results show an intense absorption by the 5 MRad irradiated sample
at short wavelengths, particularly at ∼410 nm, as well as an intense emission
at ∼425 nm. The fluorescence response to shorter excitation wavelengths (not
shown, but measured down to 340 nm) consistently presented the emission
peak at the same position. This result validates the observations obtained with
the mesoSPIM: the irradiated crystals fluoresce in blue and the signal is not
Raman scattering, which would otherwise move towards lower wavelengths in
response to lower excitation wavelengths. A fainter emission peak at ∼740 nm
is also observed and its intensity increases at larger (600 nm) excitation wave-
lengths. This also matches the results obtained with the mesoSPIM, where a
significant fluorescent signal was measured in response to 561 nm light.

13.4.4 ICPMS measurements

After these measurements, the samples VT14 and 100 kRad were sent for
inductively coupled plasma mass spectrometry (ICPMS) analysis with the goal
of shedding light on the origin of CCs observed from CaF2 samples. The focus
was specifically to measure the concentrations of rare-earth elements, which
are often present in minerals as impurities capable of inducing fluorescence.
The obtained results revealed concentrations of ∼100 ppb of europium (Eu)
and samarium (Sm) in both samples, which can fluoresce with emissions in
the blue and red spectral wavelengths, respectively [207, 208]. The irradiation
process might contribute to this fluorescence by providing electrons to these
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ions. Normally found in their stable trivalent state7 (Sm3+, Eu3+), these ions
can transition to fluorescing divalent states (Sm2+, Eu2+) upon acquiring an
electron [208, 209].

Given the substantial number of CaF2 molecules (O(1010)) in each cubic
micrometer of the crystal, and considering that an imaging voxel has a volume
of multiple cubic micrometers, the measured concentration levels are sufficient
to result in several impurities within each imaged voxel.

13.5 conclusions & outlook

This chapter introduced the first LSFM measurements of radiation-induced
CCs in transparent crystals carried out with the cutting-edge mesoSPIM
microscopes.

These measurements aimed not only to demonstrate the feasibility of CC
imaging with LSFM, a cornerstone of the Paleoccene concept, but also
entailed the development of imaging techniques and background estimation
methods crucial for quantifying CCs in crystals. Within this context, the
distribution of CCs across milliliters of material was analyzed, background
sources were identified and investigated, and the color of the emitted CCs
measured. Complementary measurement techniques, such as spectroscopy,
were utilized to further enhance the overall understanding of these subjects.

With the mesoSPIM, fluorescence from γ-irradiated CaF2 crystals was
probed, demonstrating the device’s capacity to image CCs at a quantitative
level. Relevant outcomes from these investigations included the development
of a data taking procedure and fiducialization method, based on the evaluation
of specific background sources8. Additionally, comparisons were drawn
between irradiated and non-irradiated samples, as well as among samples
sourced from different vendors.

Utilizing the benchtop mesoSPIM, ‘track-like’ structures were imaged within
the crystal and identified as likely intrinsic fluorescent features. While the
origin of these features remains uncertain (one possibility being the trace
left by a cosmic ray), this investigation highlights the benchtop mesoSPIM
capability in imaging ‘track-like’ structures of CCs. The improved resolution
at 20× magnification will be valuable for future imaging of single CCs or
alpha-induced tracks.

With the far-field measurements, the results obtained with microscopy
were confirmed, such as excluding Raman as the signal source. Additionally,
precise measurements of the wavelengths of absorption and emission revealed
the extent of light absorption in irradiated crystals.

While the mesoSPIM data agrees with the far-field spectroscopy, several
unique features are offered by the mesoSPIM. The capability for sectioned

7 In the case of CaF2, these trivalent ions would occupy the place of Ca ions, with charge
compensated by interstitial F− ions [208].

8 This fiducialization is performed in a more quantitative, automated manner in [206], following
these first studies.
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imaging allows for precise delineation of a ROI, thereby mitigating surface-
related background. Furthermore, this approach enables the quantification
of CC distributions throughout the sample and facilitates the imaging of
individual or clustered color centers with precise 3D positional information –
a crucial feature for the concept of particle detectors discussed in this work.

The ICPMS assay provided valuable information about the origins of the
fluorescence signals within the crystals. This analysis revealed the presence
of rare-earth elements, specifically Eu and Sm, whose divalent states are now
considered the likely source of the observed CCs, given that their known ab-
sorption and emission spectra align with the measurements in this study and
with measurements conducted by other collaborators. This ICPMS assay was
motivated by the observation of varying fluorescence levels across different
crystal batches. Such variations could be attributed to varying impurity levels
if impurities are accountable for the CCs. It is also worth noting that the
presence of Sm and Eu, while confirmed at fractions of ppm, was listed in the
suppliers’ chemical assay as below the detection limit of 0.04 ppm.

In summary, this study demonstrated that LSFM can measure CCs induced
in CaF2 crystals by particle interactions, provided a good signal to back-
ground relation is attained. Within this work, collaborations with microscope
developers were established, resulting in the upgraded benchtop microscope
including dedicated design for the application here investigated [6]. This
development is significant, given that improving mesoSPIM’s capabilities
enhances the practicality of Paleoccene detectors for dark matter search and
nuclear safeguards. The role of LSFM, particularly the mesoSPIM, to rapidly
and precisely image large volumes of crystals is pivotal for the imaging
requirements of the Paleoccene concept.

The mesoSPIM could also find applications beyond particle physics, includ-
ing fission track dating of transparent rocks. Employing the mesoSPIM for
this purpose could facilitate the 3D imaging of minerals without the need for
etching, offering a non-destructive and rapid method.

In conclusion, although still in its early stages of research and develop-
ment, Paleoccene holds potential in the field of reactor CEvNS detection: it
could enable a first reactor CEvNS detection with modest detector masses
of 10 g [174], and it could also provide a scalable technology for nuclear
non-proliferation safeguards, a critical application given the spread of nuclear
reactors on a global scale.
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SUMMARY & OUTLOOK
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14
S U M M A RY & O U T L O O K

An observation of 0νββ decay would shed light on major physics problems
such as the origin of neutrino mass and the matter-antimatter asymmetry of
the universe. Experiments advancing this research include not only those
directly searching for this rare decay, such as Gerda and Legend, but also
Monument, which contributes to the calculations of nuclear matrix elements
(NMEs) required for an accurate estimation of mββ, the key parameter indica-
tive of new physics involved in 0νββ decay.

This thesis presented analyses, simulations, and hardware R&D conducted
within the context of these experiments. This work started with Gerda, which
searched for 0νββ decay until November 2019, achieving a record-setting
lower limit on T0ν

1/2 and a remarkably low background level [1]. This thesis
included the characterization of data utilized in these results, specifically,
the investigation of background rates before and after the 2018 upgrade
during Phase II. The derived conclusions, primarily the confirmation that the
upgrade did not introduce new background, lent further support to employing
a unified background index for the entire Phase II data.

Legend-200 started assembly in 2020, aiming for a sensitivity to T0ν
1/2 ex-

ceeding 1027 yr. Its next phase, Legend-1000, demands a ten-fold background
reduction to achieve a sensitivity to T0ν

1/2 beyond 1028 yr. Within the context
of Legend, this thesis played a significant role by contributing to the develop-
ment, construction, and characterization of the wavelength-shifting reflector
(WLSR), designed to enhance light collection and background suppression
achieved with the liquid argon (LAr) instrumentation.

To select materials for the WLSR of Legend-200, the reflectance, absorp-
tion, outgassing, and radiopurity of several WLSR materials were measured
while the trade-offs between optical efficiency and mechanical stability were
evaluated. Among the investigated materials, TPB-coated Tetratex® (TTX)
emerged as the superior choice. However, achieving a stable and high-quality
TPB-coated TTX necessitated the development of an in-situ TPB evaporation
system. The design and construction of this system were realized as part of
this thesis, and resulted in the successful evaporation of TPB onto 13 m2 of
the TTX shroud inside the Legend-200 cryostat.

The quality of the resulting TPB-coated TTX was investigated, along with
PEN as an alternative to TPB. Light spectroscopy, microscopy, and LAr mea-
surements combined with Monte Carlo simulations allowed to determine
optical parameters such as the light yield (LY), reflectivity, and quantum
efficiency (QE) of these materials in LAr. The low VUV reflectance of TTX
measured in LAr (<17%) demonstrated the importance of using wavelength
shifters not only to enable the detection of LAr scintillation with photosen-
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sors non-sensitive to VUV light but also to enhance light collection through
effective reflection.

The measured QE of PEN and TPB in LAr (∼69% and ∼85%, respectively),
were the first estimations of the QE of TPB obtained with dedicated LAr
measurements and of PEN’s efficiency independent of TPB.

To optimize PEN-based WLSR, various reflectors coupled to PEN of dif-
ferent grades, thicknesses, and treatments, were characterized through mi-
croscopy and LAr measurements. While specific surface treatment and reflec-
tor choice did not significantly impact their LY in LAr, the poorer mechanical
stability of 25 µm films arose as an issue affecting the accurate estimation
of their LY. The most efficient WLSR configurations were 125 µm films not
optically coupled to reflectors, and a laminate of thin PEN glued to Tyvek.
A ready-to-use commercial aluminum-based PEN laminate emerged as an
option providing a good balance between efficiency and ease of use.

In conclusion, the results obtained from the WLSR investigations presented
in this thesis hold significant implications for optimizing detector designs
and refining optical simulations of experiments using LAr. Information
complementary to these measurements could be attained through dedicated
experiments, such as precisely measuring the VUV absorption of TPB and
determining the reflectivity of TTX and other reflectors in LAr in response to
visible light.

While the measurements of this study were conducted ex-situ, the effec-
tiveness of the WLSR introduced to Legend-200 was recently assessed in-situ
through dedicated calibrations [127]. These evaluations revealed a remarkable
threefold increase in light collection by the LAr system, compared to the
previous design utilized in Gerda – an evidence that the WLSR develop-
ments undertaken in this thesis, and by the LAr instrumentation team, have
successfully achieved their intended objectives. The enhanced background
suppression achieved by collecting more light is still under study and will
likely be understood with the first Legend-200 data release, planned for this
year.

Looking ahead to the future of 0νββ-decay search, the forthcoming results
from Monument hold potential to considerably reduce theoretical uncertain-
ties in determining the mββ sensitivity of upcoming experiments. This, in
turn, will yield a more precise understanding of the extent of the inverted
mass ordering region that will be covered by these experiments. While the
analysis presented in this thesis focused on the isotope relevant for NMEs of
136Xe, Monument also measured data pertinent to 76Ge, both of which are
the foremost isotopes currently driving 0νββ-decay searches.

This work provided a thorough analysis of ordinary muon capture (OMC)
in 136Ba, with a focus on γ and x-ray line identification. This effort additionally
yielded preliminary estimations of parameters directly related to the total
and relative partial OMC rates. As refinements are applied to other analysis
parameters, the eventual outcomes will serve to fine-tune and provide deeper
insights into NME calculations, such as those provided in [55]. These results
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play a pivotal role not only in enhancing the precision of mββ sensitivity
estimations but also in providing an accurate value of mββ in case 0νββ decay
is observed.

Given the wealth of potential new physics that can be probed through inves-
tigating neutrino properties and interactions, the scope of this thesis extended
beyond 0νββ decay to the exploration of passive neutrino detectors with
Paleoccene. The light-sheet fluorescence microscopy (LSFM) measurements
of irradiated CaF2 crystals presented in this work demonstrated the potential
of the mesoSPIM light-sheet microscope in quantifying color centers in large
volumes of crystals that could work as passive particle detectors. While this
thesis presented only a fraction of the analysis and results obtained with the
mesoSPIM, a substantial amount of findings were systematically analyzed by
the MSc student V. Aerne, who undertook the task of processing the extensive
dataset collected throughout this work.

Advancements involving LSFM testing for Paleoccene are set to evolve
upon the groundwork laid by this thesis and the related MSc thesis. Fu-
ture work will focus on verifying the initially observed signal from neutron-
irradiated samples and exploring visualization of full tracks induced by ions
and alpha particles. This R&D effort is pivotal in advancing Paleoccene from
its early development stage to becoming effective detectors that could enable a
first reactor CEvNS detection and potentially revolutionize the field of nuclear
non-proliferation safeguards.
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A
R A D I O P U R I T Y A S S AY W I T H T H E G AT O R FA C I L I T Y F O R
γ - R AY S P E C T R O M E T RY

One of the main background reduction techniques in rare-event search experi-
ments such as Legend is the selection of radio-pure materials [63, 210, 211], as
discussed in Chapter 4. The stringent background constraints of these experi-
ments [39,210] drive the need for highly sensitive radiopurity assay. The Gator
facility meets this demand by providing a low-background environment for
HPGe γ-ray spectrometry [2, 212]. Using Gator, we measured the radiopurity
of the Tetratex® (TTX) used in Legend-200. The setup, simulation, analysis
procedure, and radiopurity results for TTX are described in the following sec-
tions, showcasing a sample measurement. As part of this work, I additionally
performed an update of the standard analysis1 of samples measured in Gator,
along with simulation cross-checks, which are detailed in this chapter and/or
in a publication I co-authored [2].

a.1 the setup, sample & measurement

Gator is a low-background γ-ray counting facility, consisting of a 2.2 kg HPGe
crystal shielded by layers of oxygen-free copper and lead. Located at LNGS,
Gator stands as one of most sensitive setups worldwide for radiopurity assay
with γ-ray spectroscopy, providing measurements of detector materials for
Gerda, XENONnT and Legend [105,210]. Gator’s background rate is among
the lowest in the field, as shown in Table A.1, where several of its features
are compared to other HPGe γ-ray counting setups located in underground
laboratories. Further details on Gator are provided in [2, 212].

Its spacious cavity, measuring 25×25×33 cm3, enables the measurement of
large samples, such as the TTX piece folded into a rectangular shape with di-
mensions 17×15.5×7.5 cm3, shown in Figure A.1. This sample corresponds to
the same batch of TTX used for the WLSR of Legend-200 (discussed in Chap-
ters 8 to 11). With a weight of 930 g and a surface density of approximately
100 g m−2, the folded rectangular TTX has a density of 0.47 g cm−3.

The TTX sample was measured from March to May 2022 while the back-
ground data were acquired between October and December 2021, with respec-
tive effective live data durations of 53.2 d and 73.7 d. Detailed information
about the measurement procedures, data selection, and calibration can be
found in [2]. Both spectra are presented in Figure A.2, revealing that the
rates measured from the TTX sample closely resemble those from the back-
ground. This highlights the necessity for Gator’s exceptional sensitivity and
an extended measuring time for this specific sample.

1 Compared to the previous analysis method employed, described in [212].
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Table A.1: Location and overburden (in meter water equivalent [m.w.e]), HPGe
crystal mass, efficiency (ϵ, as defined in [189]), energy resolution (FWHM at 1332 keV)
and background rate (within 60-2700 keV) of Gator in comparison to other γ-ray
screening HPGe detectors located in SURF [213], LNGS, Boulby [214], LSC [215], and
LVdA [216]. Not all references provide the uncertainty in the count rate.

Detector Location Mass ϵ FWHM Rate [cts/
([m.w.e.]) [kg] [%] [keV] (kg·day)]

Gator LNGS (3600) 2.2 100.5 1.98 (89.0 ± 0.7)
Maeve [211] SURF (4300) 2.0 85 3.19 956.1
GeMPI 3 [217] LNGS (3600) 2.2 98.7 2.20 (24 ± 1)
Belmont [211] Boulby (2805) 3.2 160 1.92 135.0
GeOroel [215] LSC (2450) 2.2 109 1.85 165.3
GeMSE [218, 219] LVdA (620) 2.0 107.7 1.96 (88 ± 1)

Figure A.1: Left: TTX sample inside the Gator facility, at the top of the HPGe detector.
Right: Geant4 simulation of the TTX sample in Gator. Some parts of the setup (such
as the lead shield) are not shown in the figure for clarity.
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Figure A.2: Count rate measured with Gator for the TTX sample and background.
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a.2 simulation & analysis

Prominent γ-ray lines

As shown in the decay chains presented in Figure 4.1, only a few isotopes
produce γ rays with significant branching fraction ( fB >5%) and at energies
where the detector is most sensitive (Eγ >90 keV2). Although the efficiency
of HPGe detectors to γ rays peaks at low energies (∼150 keV), the increasing
background at these energies limits the sensitivity in that region. Conse-
quently, the selection of prominent γ-ray lines is primarily based on their fB
values.

For isotopes that do not emit ‘prominent’ γ rays, we assume these isotopes
are in equilibrium with their short-lived daughter (e.g., 238U in equilibrium
with 234Th) and calculate their activity based on the activity of the latter. In
general, the following groups are assumed to be in secular equilibrium:

• The top of the 238U decay chain (238U, 234Th, 234mPa);

• The part following 226Ra (226Ra, 214Pb, 214Bi);

• The top of the 232Th decay chain (228Ra, 228Ac);

• And its subsequent daughters (228Th, 212Bi,208Tl).

To determine the activity of these groups, specifically of 238U, 226Ra, 228Ra
(232Th), and 228Th, we rely on the specific γ lines marked in Figure 4.1.

For the top of the 235U decay chain, there is only one prominent γ ray:
the 185.7 keV (5.7%) line from 235U. This line is often not observed, given
the high Compton background at low energies and the low abundance of
235U compared to 238U3. However, we can use the relative abundance of these
isotopes (ρr ∼0.7%) to determine the activity of 235U based on the following
relation between its abundance, activity and half-life with those from 238U:

A235 = ρr · A238 ·
τ238

τ235
= 0.04604 · A238.

Finally, the activities of 40K, 137Cs, and 60Co are determined using their main
γ lines with fB >94%.

Simulation of γ-ray detection efficiency

The simulation of γ-ray detection efficiency for the TTX radiopurity assay was
performed using the Geant4 software [144]. The simulation considered the
exact geometry, chemical composition, and density of the materials present in
the sample, detector, and cavity. Figure A.1 (right) shows part of the detector
and sample geometries as implemented in Geant4.

2 This energy region, determined by [220], corresponds to where Gator can effectively detect
and measure signals with significant efficiency and above the background noise.

3 Furthermore, there is a 226Ra line close by, at 186.2 keV.
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To cross-check and gain a better understanding of the modeling of Gator’s
γ-ray detection efficiency, as implemented in Geant4, two simulation modes
were investigated.

• Standard mode: In this mode, the decays of isotopes were simulated,
taking into account the entire decay chains for cases where an isotope de-
cays into other isotopes. The resulting γ-ray emissions create a spectrum
of energy depositions, which is used to determine the γ-ray detection
efficiencies ε employed for the final results.

• Gamma-only mode: In this mode, instead of simulating isotopes and
their decay chains, only the specific γ rays with energies corresponding
to the expected prominent lines were simulated. The efficiency ε’ ob-
tained from this mode can be fitted using well-known functions for the
efficiency of HPGe detectors [221].

In both simulation modes, O(107) primaries for each isotope (or γ ray) of
interest were uniformly distributed throughout the sample. The subsequent
γ-ray interactions and energy depositions were simulated within the modeled
geometry via the built-in Monte Carlo method of Geant4. The final energy
depositions within the HPGe crystal were stored in ROOT trees [160] for
further analysis. The stored parameters included the position of each energy
deposition within the crystal, the energy deposited in each of those steps
(Ehit), and the total energy deposited (Etot) per event in the crystal, shown in
Figure A.3.
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Figure A.3: Simulated spectra of total deposited energy (Etot) for the 232Th decay
chain (left) and of 234mPa 1001 keV γ rays (right). For the simulation of decay chains
or isotopes, many γ lines are observed in the Etot spectrum (left). In the gamma-only
mode (right), a sharp peak is observed at Etot=Eγ, as well as the Compton edge at the
maximum Compton energy (here ∼800 keV), and the backscatter peak at ∼200 keV.

The output spectra of the standard simulation mode exhibit peaks of varying
intensities due to the interplay of the detector’s efficiency as a function of
energy, the fB of each γ-ray line, and the reduction in efficiency caused by a
sum-out effect, described in Figure A.4.

To derive the detection efficiency ε from the spectra obtained in the standard
simulation mode, several steps are performed. First, the Etot counts within
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Figure A.4: Example of sum-out effect from 60Co. The decay scheme [162] shows
its two main γ lines, which are emitted in a cascade within O(ps) As a result, there
is a certain probability of detecting their sum at ∼2.5 MeV, as displayed by the Etot
simulated spectrum on the left. This leads to a decrease in the detection of the
individual peaks, known as the sum-out effect. Other prominent γ-ray lines that
undergo summation effects are marked in Figure 4.1.

the ROI centered around a specific γ-ray energy are integrated. Subsequently,
the Compton background is subtracted to obtain the corrected number of
counts within the full-energy peak (FEP). Next, this number is divided by the
simulated number of decays. The resulting fB weighted efficiency (ε × fB) is
then divided by the fB of the corresponding γ-ray line, resulting in the final
detection efficiency ε. This value represents the probability of detecting a FEP
of a γ ray given the total number of γ rays emitted at the same energy. The
obtained efficiencies ε are presented in Figure A.5 (top).

In the gamma-only simulations, the efficiency ε′ was directly obtained by
dividing the Compton subtracted FEP counts by the number of simulated γ
rays. The resulting values are presented in the same figure (bottom).

While the standard simulations are required for obtaining the actual de-
tection efficiencies, the gamma-only simulation allows for observing the
efficiency curve without the interference of sum-out effects. In this mode,
the efficiency ε′ depends solely on Eγ and the sample and setup geometry
and materials. The efficiency curve exhibits a peak at around 150 keV: At
lower energies, γ rays are often absorbed by the sample or non-sensitive layers
around the detector; With increasing energies, γ rays undergo more often
Compton scattering, resulting in a lower probability of full absorption at once,
as shown in Figure A.6.

These high energy γ rays are also less likely to be fully absorbed within
the HPGe crystal because their attenuation lengths become comparable to
the crystal dimensions4. The combination of these scattering and absorption
effects on the efficiency curve can be fitted with a sum of exponential functions,
shown in Figure A.5 (bottom). The close alignment of the data with the

4 Attenuation coefficients of ∼0.5 (0.06) cm2g−1 for Eγ=100 keV (Eγ=1000 keV) result in attenu-
ation lengths of ∼0.4 cm and 3 cm (for a germanium density of ∼5.3 gcm−3), while the HPGe
crystal has a radius of 4.1 cm and 8.1 cm of height.
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gamma-only simulations (bottom). The sum-out effects are clear in the former. The
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Figure A.7: x (radial) and z (longitudinal) position of energy depositions in the HPGe
crystal for 100 keV (left) and 1000 keV (right) γ rays simulated inside TTX. Most of
the low energy γ rays are stopped at the front of the detector, while high energy γ
rays more often reach the bottom of the detector (low z position) or exit it again.

Figure A.8: Tracks of 100 keV (left) and 1000 keV (right) γ rays simulated with origin
inside the TTX sample.

theoretical fit, without requiring additional parameters, suggests a reasonable
modeling of the detector5.

To gain a general understanding of these effects, the positions of simulated
energy depositions in the HPGe crystal and visual examples of γ-ray tracks
were studied. These visualizations, presented in Figure A.7 and Figure A.8,
show the interactions of γ-ray energies of different energies within the crystal,
providing information on the modeling of these interactions within the simu-
lation framework. The comparison of these results to theoretical expectations
for attenuation due to Compton scattering or full absorption within the de-
tector (Figure A.6, left) demonstrates a satisfactory agreement, serving as a
qualitative validation of the simulations.

5 The exact agreement of the simulation output with data has been investigated by [212] (in
2010) and is currently being investigated in more detail by another PhD student working
with Gator
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Analysis procedure

The measured sample spectrum was analyzed using a counting method. For
each investigated γ-ray line, we counted the total (St), Compton (Sc), and
Compton-subtracted (S) events within the region of interest (±3σ around Eγ)
and at the Compton sidebands (±3σ), as shown in Figure A.9. The same
numbers were obtained for the background spectrum (Bt, Bc and B). B was
then scaled by the time ratio between sample and background acquisition
live-times (t = tS/tB), and the sample net signal Snet for a specific γ-ray line
was calculated as:

Snet = (St − SC)− (Bt − BC) · t = S − B · t. (A.1)
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Figure A.9: TTX sample and background spectra around the 214Bi 609.3 keV γ-ray
line (in ADC units and not scaled for the time acquisition ratio). The signal region
and its count numbers (St, Bt) are marked in dark blue. The Compton sidebands and
their count numbers (SC, BC) are marked in cyan.

All uncertainties on x counts were calculated as
√

x + 1. Based on the
Compton and background counts, along with their uncertainties, we estimated
the level of true net signal that leads to a certain probability of detection,
knows as detection limit (Ld) :

Ld = f 2 + 2 · f ·
√

2 ·√
1 +

f 2

8
+ Sc +

(Bt − Bc)

2
· tS

tB
+

(
(Bt + Bc)

2
+ 1
)
·
(

tS
tB

)2
,

(A.2)

where f is the coverage factor for a given CL. Details on the general equation
are provided by [222]. If Snet exceeds Ld, we report activity values. Otherwise,
we report 90% CL upper limits. The values of Snet and Ld obtained for each
prominent γ line with the two equations above are shown in Figure A.10, in
comparison to the measured St, and Bt count numbers.
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To convert Snet from a given γ-ray line to the specific activity A of the
isotope, we use the following equation:

A[Bq/kg] =
Snet

(ε × fB) · m · tS
, (A.3)

where m is the sample mass. The uncertainty on the activity takes into account
the uncertainties on Snet and a 10 % systematic on the efficiency ε (described
in [212]). If multiple lines of a given isotope are present in the spectrum with
Snet > Ld, we calculate the activity as the error-weighted average. In the case
of TTX, only two lines were observed with Snet > Ld, the 214Bi 609.3 keV line
and the 40K line, as shown in Figure A.10. The activities of 226Ra and of 40K
were estimated using these lines.

When only limits were available, the lowest upper limit was selected. For
example, two energy regions were analyzed for 238U: the ‘double-line’ of 234Th
at ∼92.6 keV6, and the 1001 keV γ ray of 234mPa7. The 92.6 keV double-line
yielded a slightly better limit, despite laying in a region of high Compton
background. The resulting activities are shown and discussed in the next
section.

6 For this line, a signal region slightly larger than the usual ±3σ is employed.
7 With a fB=0.8%, the 234mPa line was the only investigated line with fB < 5%.
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a.3 results & outlook

Results

The values and upper limits of activity measured in the screening of the TTX
sample are shown in Table A.2. The discussion of these results is within the
relevant section of the TTX characterization work (Section 9.2).

Legend-200 Batch (this work)
Isotope HPGe HPGe

[mBq/kg] [mBq/m2]
238U <26.4 <2.64

226Ra 0.97 ± 0.38 0.097 ± 0.038

228Ra (232Th) <1.56 <0.156

228Th <1.48 <0.148

235U <1.21 <0.121

60Co <0.29 <0.029

40K 7.20 ± 2.10 0.720 ± 0.210

137Cs <0.48 <0.048

Table A.2: Upper limits (90% CL) and values of activities measured in the γ-ray
HPGe screening of the TTX sample. Values are also shown in mBq/m2.

Outlook

As part of this study, the standard counting method and associated code
used for analyzing samples in Gator were cross-checked and updated. This
analysis method is specifically tailored for low-background counting, which is
mostly the case for samples measured in Gator. This analysis approach offers
the advantage of being easy to use, as it involves a counting method rather
than requiring full spectral fits. However, for samples with a large number of
counts, especially those with a high Compton background level, alternative
methods should be considered

Additionally, cross-checks of the simulation code were performed, as pre-
sented in this appendix. Moving forward, it is recommended to focus on
validating simulation parameters at low energies to enhance the accuracy of
the simulation and more quantitatively investigate the simulation systematic
uncertainties. By addressing these aspects, Gator’s effective sensitivity in
determining activity values for radiopurity assays can be enhanced, leading
to more precise results.
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B
O U T G A S S I N G A S S AY O F T E T R AT E X

An outgassing setup available at our laboratory was used to assess the out-
gassing level from the specific TTX of Legend-200. The setup, described in
detail in [130], mainly consists of a vacuum system, a stainless steel vacuum
chamber for sample placement, and a residual gas analyzer (RGA) used to
measure the outgassing in terms of partial pressure measured from each gas.

The TTX sample, weighing 5.5 g and with a surface area of 500 cm2, was
folded and inserted into the chamber. After several cycles of argon gas
flushing, the setup was pumped to a vacuum level below 10−6 mbar within
∼1 h. Data acquisition using the RGA was performed multiple times over
a period ranging from five hours to five days. The same procedures were
carried out with an empty chamber as a control.
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Figure B.1: Partial gas pressure as a function of atomic mass units per charge (amu/q)
measured from the TTX sample and empty sample chamber. The main elements are
identified by the vertical lines. Only two peaks seem to be higher for TTX: the one
from argon, which is likely related to the flushing procedure, and the one from neon
(at amu/q=20), which might also have the same origin.

The outgassing from the TTX material exhibited higher levels during the
initial data takings but eventually stabilized after approximately two days.
Only data acquired after outgassing stabilization are presented in Figure B.1,
which shows the measured spectra after three days of pumping. The com-
parison with the empty chamber reveals that the outgassing from the TTX
material is not significantly higher than that of the chamber, which possesses
a comparable stainless steel surface area. Considering that the surface area of
TTX in Legend-200 is much smaller than that of the cryostat (13 m2 compared
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to a few 100 m2 of stainless steel), the outgassing from TTX is negligible for
Legend-200.

This same type of outgassing assay was also employed during the design
phase of the in-situ evaporator system. By comparing the outgassing levels
of various plastic materials, such as polyamide-based pulleys, to that of the
empty chamber, it was possible to assess their suitability for the evaporator
system. The measurements of certain materials often revealed significantly
high outgassing values, three to four orders of magnitude higher compared to
the empty chamber. As a result, these materials, including polyamide-based
pulleys, were avoided in the construction of the evaporator system.
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C
W L S R C A M PA I G N D I F F E R E N C E S A N D D E TA I L S O N T H E
D ATA A N A LY S I S

c.1 setup and procedures in the second characterization cam-
paign

Although the setup remained the same (Section 11.2), there were a few
hardware and operational modifications made in the second characterization
campaign. These differences are outlined below:

1. Additional LED: An extra LED and board were placed near the source,
introducing a slight shading effect and potentially increasing outgassing
within the sample volume.

2. Absorber: The absorber used to cover the setup had a smaller hole (�
6 mm) for the source disk.

3. Shorter pumping times: The duration of the pumping process was re-
duced (∼20 h), resulting in a pressure before operation of approximately
10−4 mbar.

4. DAQ settings and equipment: The DAQ settings remained the same,
and the NIM board and the voltage supply were not exactly the ones
used in the previous campaign but were of the same types.

5. Data taking duration and voltage: Data was collected for a shorter
duration (∼24 h) at a single voltage, unlike the first campaign which
spanned several days and included different voltages.

6. PTFE filler treatment: The PTFE filler inside the cryostat (described
in [3,223]) was baked to facilitate its outgassing process and compensate
for the shorter time between runs.

7. Additional heating element: A heating element was added at the bottom
of the sample cell to accelerate the boiling of argon.

The first three factors may have contributed to a decrease in the LY observed
in the absorber and sample measurements compared to the first campaign.

c.2 daq trigger , data stability & ly correction

In both campaigns, the DAQ trigger level was set to a few ADC units above
the baseline ensuring the trigger was at the level of sPE. Despite the stability
of the baseline, shown in Figure C.1, the mean values of the sPE peaks were
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observed to slowly drift during the second campaign, as depicted in Figure C.2
(left). Possible factors for the drift included daily variations in PMT gain and
less stability in the pressure and fill level of the cryostat. This drift was not a
problem, given that each data set was calibrated using its sPE peak, resulting
in a stable mean of the PE peaks, as shown in Figure C.2 (right) on the right.
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Figure C.1: Histogram of sample sizes (in ADC units) in the pre-trigger (baseline)
region of various measurements and runs, represented with different colors. The
DAQ threshold level and 5σ deviations for each histogram mean are also marked.
The latter fall within one ADC unit range, indicating a stable baseline.
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Figure C.2: Left: mean of sPE peak for several runs of two sample measurements. The
vertical line and band shows the total average of these value ±0.5%. Right: Calibrated
PE peak for these measurements, which agree within percent level, as shown by the
bands.

To ensure comparability of the measurements, only the first ∼6 h of data
taken immediately after the LAr filling and setup stabilization were selected
for analysis in the second campaign. To assess the LY stability, the delayed

158



scintillation components, τtriplet, of the waveforms were fitted. The fit results,
provided by the visiting student Sarthak Choudhary, are listed in Table C.1.

Table C.1: Triplet lifetime fit for the measurement of each PEN sample in the second
campaign. Repeated measurements are shown in bold.

Measurement τtriplet [µs] error [µs]
TTX+Q53-25 (MS) 1.13 0.01

TTX+Q51-50 (HS) 1.10 0.02

TTX+Q53-125 (MS) 1.11 0.01

TTX+Q53-125 1.05 0.01
TTX+Q53-125 (HS) 1.06 0.01

ESR+Q53-125 0.99 0.01

TTX+Q53-125 0.97 0.02
Al+Q53-12 (HS) 1.07 0.01

Tyvek+Q53-25 0.97 0.03

The triplet lifetime of pure argon is ∼1.3 µs, measured without wavelength
shifting [85, 224]. Values measured with TPB, and possibly with PEN [4],
can be slightly higher due to their delayed emission [224]. In the absorber
configuration without WLS materials, τtriplet was 0.96 ns, a low value that
indicates the presence of impurities, mainly from the outgassing of the PTFE
filler in the cryostat (discussed in [105]). The reduced τtriplet and consequent
quenching of LY becomes problematic only if significantly unstable, but most
measurements presented in Table C.1 have τtriplet values within 1.09±0.04 ns.

However, three measurements exhibited significantly lower values, ∼0.98 ns.
The causes for the lower values were: introduction of impurities due an
accidental reduction in pressure in the repeated measurement of TTX+Q53-
125, and potentially increased outgassing from the laminate materials (Tyvek,
SMP glue or ESR).

LY correction

To correct for the impurity-related relative quenching of LY, a dedicated
measurement was performed to investigate the relationship between τtriplet
and measured PE. At the end of a measurement, the setup was gradually
depressurized, resulting in the introduction of impurities. Figure C.3 shows
the effect of impurity introduction on both τtriplet and PE. From this dedicated
measurement, we obtained the following relation:

PE = p0 + p1 · τ,

where the fit resulted in p0=134, and p1=500, and τ corresponds to τtriplet.
This function was utilized to correct the observed PE values for any given
sample measurement (s), with:

PE(s) = p0 + p1(s) · τ(s), or p1(s) = (PE(s)− p0) /τ(s),
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where we considered p0 to be constant, as varying this parameter by ±25%
did not significantly impact the results1. To compare the measurements, we
selected a reference value of τ(re f ) from TTX+Q53-125 MS, which had high
PE and τtriplet values. We then scaled the PE values of other samples based
on their respective τtriplet values in relation to the reference value:

PEcorr (s) = p0 + (PE(s)− p0) /τ(s) · τ(re f ) =

p0 · (1 − τ(re f )/τ(s)) + PE(s) · τ(re f )/τ(s)
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Figure C.3: Left: Stacked waveforms during depressurization and their respective
τtriplet. Right: Relation of the LY (in PE) and τtriplet fit with a linear function.

By applying this correction, we can more accurately compare the PE values
of different samples, considering the variations in measured LY via their
different τtriplet. This correction improves the agreement among the corrected
LY values obtained from repeated measurements, as shown in the results
section (Figure 11.10). Moreover, the trends observed in the four regions of
LY values become more evident after the correction.

c.3 optimization studies of pen-based laminates

Given that the refractive index of LAr is higher than that of air (∼1.23 in the
visible range), a few materials that are reflective in air may become transparent
in LAr. To qualitatively investigate this phenomenon, the transparency of
various PEN films coupled with reflectors was investigated in liquid nitrogen
(LN2) and isopropanol, which have refractive indices around that of LAr (1.2
and 1.39 at ∼520 nm, respectively). The samples, listed in Table C.2, were
immersed in either LN2 or isopropanol and illuminated with a UV lamp on
the PEN side, as shown in Figure C.4.

1 Ideally, we would fit such a curve for each measurement, but this is not possible due to
limited data availability. However, since the observed LY values did not largely vary, this
correction based on the available data is expected to provide a reasonable representation for
all measurements.
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Table C.2: PEN combinations measured in LN2 and investigated as laminate options.
All samples include PEN Q53 grade, 25 µm from Teonex. For details on the reflectors,
see Chapter 11. Non-optically coupled samples are marked with ‘nc’, and adhesive
samples with ‘adh’

Sample name coupling reflector
ESR (nc) - ESR (non adhesive)
ESR (adh) 3M® adhesive ESR (with adhesive)
TTX (nc) - Tetratex®

Mylar (adh) - Mylar® tape from Ruag
Tyvek (nc) - Tyvek®

1082D
Tyvek (g)(1) UHU® polyvinylacetate glue Tyvek®

1082D
Tyvek (g)(2) Araldite® epoxy glue Tyvek®

1082D
Tyvek (g)(3) Poly Max® SMP glue Tyvek®

1082D
Tyvek (g)(4) Sikaflex® SMP glue Tyvek®

1082D

The PEN film absorbed most of the UV light and emitted blue light. The
intensity of light emitted by the PEN-reflector combination (frontal LY) was
visually inspected, along with the presence of any blue light transmitted
on the reflector side (back transparency). The latter indicated whether the
coupled reflector was transparent to the shifted blue light. The aim was to
identify a PEN-based WLSR that exhibited low transparency while keeping
high light yield.

Figure C.4: ESR (adh) sample immersed in LN. The left image shows the blue light
emitte by PEN which comes through the ESR reflector (back transparency). The
image on the right shows the LY from the sample (frontal LY).

The qualitative observations were: With the exception of the Mylar (adh)
sample, all samples exhibited some degree of transparency. However, the
Mylar tape did not demonstrate a better frontal LY, which could be due to
absorption by its adhesive, or suggest that, despite their observed transparency,
conventional reflectors such as TTX, ESR, and Tyvek still reflected more
blue light in LAr compared to Mylar. ESR (adh) appeared slightly more
transparent, but due to the qualitative nature of the analysis, no definitive
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conclusion could be drawn. TTX and Tyvek performed similarly, but TTX
showed more shrinkage in LN2, possibly due to its lower rigidity. It was also
observed that TTX became nearly transparent in isopropanol and remained so
even after being removed from the isopropanol bath and until it dried. This
indicates that the fibers of TTX were completely soaked in isopropanol. On
the other hand, ESR and Tyvek did not exhibit this behavior and were not as
transparent as TTX in isopropanol. Considering the mechanical stability and
lower transparency in both cases, Tyvek was chosen for further optimization
in the design of a laminate containing a coupled thin PEN film.

In the optimization of Tyvek-PEN laminates, an alternative approach was
taken by testing different types of glues instead of using double-sided adhe-
sives commonly found in commercial laminates (such as the PEN laminate
investigated in Chapter 11). The aim was to minimize the number of layers,
which can contribute to increased absorption. The production process of the
laminate using glue is illustrated in Figure C.5.

Figure C.5: Production process of laminates using glue: Tyvek and PEN films were
sonicated in isopropanol to ensure cleanliness. The PEN film was then fixed on a
table, glue was applied on top using a glue roll, and Tyvek was placed on top (left
image). The combination was pressed together using a clean roll and immediately
placed in a clean bag, which was vacuum-sealed and pressed again (right image). The
film was left to dry for approximately 24 hours. Subsequently, UV bubble inspection,
shrinkage inspection, and LN2 dunk tests were performed to assess the quality of the
laminate.

The conclusions drawn from the tests conducted on each investigated
sample, Tyvek (g)(1-4) are outlined below.

1. Tyvek (g)(1): The glue appeared less transparent. No shrinkage of
the laminate was observed, and its appearance under UV light was
satisfactory (no bubbles).

2. Tyvek (g)(2): The epoxy glue used in this sample was slightly yellowish
and showed bubbling during mixing, some of it appeared to remain in
the laminate. No shrinkage was observed, and it demonstrated high
adhesive strength.
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3. Tyvek (g)(3): The SMP glue used in this sample was transparent, but had
a less liquid consistency, making it slightly harder to handle. It presented
a satisfactory appearance under UV (no bubbles). No shrinkage was
observed for a small piece, but the edges turned up slightly when
producing a larger piece (over 100 cm2). It had lower adhesive strength,
and the PEN film could be detached if pulled.

4. Tyvek (g)(4): Its SMP glue was similar to that of Tyvek (g)(3), but the
laminate exhibited shrinkage after drying (around one day). The final
piece looked like a roll.

1-4: None of the laminates exhibited unusual shrinkage when immersed in
LN2, and all of them appeared equally transparent compared to the ESR
(nc) in LN2.

Based on the good transparency, low shrinkage and the low outgassing
properties of the Poly Max® SMP glue [225], Tyvek (g)(3) laminate was selected
for production as a large sample. This laminate was tested in the second PEN
characterization campaign (Chapter 11). Its LY was satisfactory, surpassing
the LY of thin films without coupling. After applying the triplet-lifetime
correction, its LY was among the highest. However, it was observed that
the outgassing of Tyvek resulted in a decrease in the effective LY due to the
introduction of impurities. One possible solution to mitigate this outgassing
is to increase the duration of the pumping process.
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D
L I S T O F H P G e D E T E C T O R S I N M O N U M E N T

The eight HPGe detectors utilized in the 2021 irradiation campaign were
mounted to the aluminum frame at an average distance of 15 cm from the
target, seven of them were cooled by Big MAC cryostats, and one of them was
cooled by an electrical Cryo-Pulse cryostat, as shown in Figure D.1.

Both Coax and BEGe are p-type detectors, while REGe are n-type Coax
detectors with thin beryllium windows. Their full name describes channel
ID, as identified in the analysis (Chapter 12), detector type, relative efficiency
(represented by the first two digits), and energy resolution (FWHM at 1.3 MeV,
represented by the last two digits). We note that the relative efficiency of each
detector should not be taken as an estimate of the relative rate measured by
each crystal, as their distances to the target were not completely uniform.

Figure D.1: Monument setup during the 2021 campaign. Each detector is labeled
according to a specific nomenclature. See text for details. Image credit: Egor Shevchik.

Prior to the assembly at PSI, the detectors owned by the collaboration were
tested in a characterization campaign conducted at TUM. This characteriza-
tion involved cooling the detectors, applying a certain bias voltage, exposing
them to 60Co or 133Ba sources, and taking data with both a multi-channel
analyzer and the LLAMA DAQ for each set voltage. The parameters mea-
sured included: leakage current, voltage at the test point, and FWHM. For
each detector, the FWHM versus voltage was analyzed and the operation
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voltage was defined as the point where increasing the voltage did not lead to
improving the FWHM, as exemplified by Figure D.2.

2600 2800 3000 3200 3400
Voltage [V]

1.9

2

2.1

2.2

2.3

2.4

2.5

F
W

H
M

 [k
eV

]

1173.2 keV

1332.5 keV

Figure D.2: FWHM measured for the two 60Co lines at several voltages applied to
the HPGe detector Coax 5019E.
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[37] H. Gómez. Latest results of nemo-3 experiment and present status of
supernemo. Nuclear and Particle Physics Proceedings, 273-275:1765–1770,
2016. 37th International Conference on High Energy Physics (ICHEP).

[38] Yoann Kermaidic for the GERDA MAJORANA and LEGEND collabora-
tions. GERDA, MAJORANA and LEGEND towards a background-free
ton-scale Ge-76 experiment, 2020. XXIX International Conference on
Neutrino Physics.

[39] LEGEND Collaboration, N. Abgrall et al. The Large Enriched Germa-
nium Experiment for Neutrinoless ββ Decay: LEGEND-1000 Preconcep-
tual Design Report. 2021, arXiv:2107.11462.

[40] Matteo Agostini, et al. Toward the discovery of matter creation with
neutrinoless double-beta decay. 2022, arXiv:2202.01787.

[41] KamLAND-Zen Collaboration Collaboration, S. Abe, et al. Search for
the majorana nature of neutrinos in the inverted mass ordering region
with kamland-zen. Phys. Rev. Lett., 130:051801, 2023.

[42] D. Q. Adams, et al. Search for majorana neutrinos exploiting millikelvin
cryogenics with cuore. Nature, 604(7904):53–58, 2022.

[43] D.R. Artusa, et al. Enriched TeO2 bolometers with active particle
discrimination: Towards the CUPID experiment. Phys. Lett. B, 767:321 –
329, 2017.

[44] S. Andringa et al. (SNO+ Collaboration). Current status and future
prospects of the SNO+ Experiment. Advances in High Energy Physics,
article ID 6194250, 2016. DOI:10.1155/2016/6194250.

[45] nEXO Collaboration, G. Adhikari et al. nEXO: neutrinoless double beta
decay search beyond 10

28 year half-life sensitivity. J. Phys. G, 49(1):
015104, 2022, arXiv:2106.16243.

169

https://doi.org/10.1007/JHEP06(2011)091
https://doi.org/10.1007/JHEP06(2011)091
http://www.nu-fit.org/?q=node/256
https://doi.org/10.1140/epjc/s10052-015-3802-1
https://doi.org/10.1140/epjc/s10052-015-3802-1
https://link.aps.org/doi/10.1103/PhysRevLett.59.2020
https://link.aps.org/doi/10.1103/PhysRevLett.59.2020
https://doi.org/10.1146/annurev-nucl-101918-023407
https://doi.org/10.1146/annurev-nucl-101918-023407
http://arxiv.org/abs/1902.04097
https://www.sciencedirect.com/science/article/pii/S2405601415007737
https://www.sciencedirect.com/science/article/pii/S2405601415007737
https://indico.fnal.gov/event/43209/contributions/187846/attachments/129106/159515/20200701_Nu2020_Ge76_YoannKermaidic.pdf
https://indico.fnal.gov/event/43209/contributions/187846/attachments/129106/159515/20200701_Nu2020_Ge76_YoannKermaidic.pdf
http://arxiv.org/abs/2107.11462
http://arxiv.org/abs/2107.11462
http://arxiv.org/abs/2107.11462
http://arxiv.org/abs/2107.11462
http://arxiv.org/abs/2202.01787
http://arxiv.org/abs/2202.01787
http://arxiv.org/abs/2202.01787
https://link.aps.org/doi/10.1103/PhysRevLett.130.051801
https://link.aps.org/doi/10.1103/PhysRevLett.130.051801
https://link.aps.org/doi/10.1103/PhysRevLett.130.051801
https://doi.org/10.1038/s41586-022-04497-4
https://doi.org/10.1038/s41586-022-04497-4
https://doi.org/10.1016/j.physletb.2017.02.011
https://doi.org/10.1016/j.physletb.2017.02.011
http://dx.doi.org/10.1155/2016/6194250
https://doi.org/10.1088/1361-6471/ac3631
https://doi.org/10.1088/1361-6471/ac3631
http://arxiv.org/abs/2106.16243


[46] KamLAND-Zen Collaboration, Koichi Ichimura. Recent results from
KamLAND-Zen. PoS, NOW2022:067, 2023.

[47] Ruben Saakyan. Two-neutrino double-beta decay. Annual Review of
Nuclear and Particle Science, 63(1):503–529, 2013.

[48] Jouni Suhonen and Joel Kostensalo. Double beta decay and the axial
strength. Frontiers in Physics, 7, 2019.

[49] Markus Kortelainen and Jouni Suhonen. Nuclear muon capture as
a powerful probe of double-beta decays in light nuclei. J. of Phys. G:
Nuclear and Particle Physics, 30(12):2003, 2004.

[50] Jonathan Engel and Javier Menéndez. Status and future of nuclear
matrix elements for neutrinoless double-beta decay: a review. Reports
on Progress in Physics, 80(4):046301, 2017.

[51] Frank T. Avignone, Steven R. Elliott, and Jonathan Engel. Double beta
decay, majorana neutrinos, and neutrino mass. Reviews of Modern Physics,
80(2):481–516, 2008.

[52] Javier Menéndez. On the importance of muon capture for neutrinoless
double-beta decay studies. Monument Collaboration Meeting, 2023.

[53] A. Belley, et al. Ab initio calculations of neutrinoless ββ decay refine
neutrino mass limits. 2023, arXiv:2307.15156.

[54] D.F. Measday. The nuclear physics of muon capture. Physics Reports,
354(4):243–409, 2001.

[55] Patricia Gimeno, et al. Ordinary muon capture on 136ba: Comparative
study using the shell model and pnqrpa. Universe, 9(6), 2023.

[56] D. Zinatulina, et al. Ordinary muon capture studies for the matrix
elements in ββ decay. Phys. Rev. C, 99:024327, 2019.

[57] S.Y.F. Chu, L.P. Ekstroem, and R.B. Firestone. Nuclear Data Website,
Table of Radioactive Isotopes. Accessed in September 2022.

[58] G. Heusser. Low-radioactivity background techniques. Ann. Rev. Nucl.
Part. Sci., 45:543–590, 1995.

[59] ASTAR database: Stopping power and range for alpha particles. Ac-
cessed in May 2023.

[60] ESTAR database: Stopping power and range for electrons. Accessed in
May 2023.

[61] XCOM database: Photon cross sections. Accessed in September 2022.

[62] LEGEND Collaboration, N. Abgrall, et al. The Large Enriched Germa-
nium Experiment for Neutrinoless Double Beta Decay (LEGEND). AIP
Conf. Proc., 1894(1):020027, 2017, arXiv:1709.01980.

170

https://doi.org/10.22323/1.421.0067
https://doi.org/10.22323/1.421.0067
https://doi.org/10.1146/annurev-nucl-102711-094904
https://www.frontiersin.org/articles/10.3389/fphy.2019.00029
https://www.frontiersin.org/articles/10.3389/fphy.2019.00029
https://dx.doi.org/10.1088/0954-3899/30/12/017
https://dx.doi.org/10.1088/0954-3899/30/12/017
https://dx.doi.org/10.1088/1361-6633/aa5bc5
https://dx.doi.org/10.1088/1361-6633/aa5bc5
https://doi.org/10.1103%2Frevmodphys.80.481
https://doi.org/10.1103%2Frevmodphys.80.481
http://arxiv.org/abs/2307.15156
http://arxiv.org/abs/2307.15156
http://arxiv.org/abs/2307.15156
https://www.sciencedirect.com/science/article/pii/S0370157301000126
https://www.mdpi.com/2218-1997/9/6/270
https://www.mdpi.com/2218-1997/9/6/270
https://link.aps.org/doi/10.1103/PhysRevC.99.024327
https://link.aps.org/doi/10.1103/PhysRevC.99.024327
http://nucleardata.nuclear.lu.se/toi/
http://nucleardata.nuclear.lu.se/toi/
https://doi.org/10.1146/annurev.ns.45.120195.002551
https://physics.nist.gov/PhysRefData/Star/Text/ASTAR.html
https://physics.nist.gov/PhysRefData/Star/Text/ESTAR.html
https://physics.nist.gov/cgi-bin/Xcom/xcom2
https://doi.org/10.1063/1.5007652
https://doi.org/10.1063/1.5007652
http://arxiv.org/abs/1709.01980


[63] M. Agostini, et al. Modeling of GERDA Phase II data. Journal of High
Energy Physics, 2020(3):139, 2020.

[64] Yannick Müller. PhD thesis under preparation. PhD thesis, University of
Zurich, 2023.

[65] GERDA Collaboration, M. Agostini et al. Upgrade for Phase II of the
Gerda experiment. Eur. Phys. J. C, 78(5):388, 2018, arXiv:1711.01452.

[66] GERDA Collaboration, K.H. Ackermann et al. The GERDA experiment
for the search of 0νββ decay in 76Ge. Eur. Phys. J. C, 73(3):2330, 2013,
arXiv:1212.4067.

[67] Christoph Wiesinger, Luciano Pandola, and Stefan Schönert. Virtual
depth by active background suppression: Revisiting the cosmic muon
induced background of GERDA Phase II. Eur. Phys. J. C, 78(7):597, 2018,
arXiv:1802.05040.

[68] DarkSide Collaboration, P. Agnes, et al. DarkSide-50 532-day Dark
Matter Search with Low-Radioactivity Argon. Phys. Rev. D, 98(10):
102006, 2018, arXiv:1802.07198.

[69] DEAP Collaboration, P A Amaudruz, et al. Design and construction of
the DEAP-3600 dark matter detector. Astropart. Phys., 108:1–23, 2019,
arXiv:1712.01982.

[70] DUNE Collaboration, B. Abi, et al. The Single-Phase ProtoDUNE
Technical Design Report. 2017, arXiv:1706.07081.

[71] Jui-Jen Wang. MiniCLEAN Dark Matter Experiment. PhD thesis, The
University of New Mexico, 2017.

[72] MicroBooNE Collaboration, R. Acciarri, et al. Design and construction
of the MicroBooNE detector. JINST, 12(02):P02017–P02017, 2017.

[73] ArDM Collaboration, J. Calvo, et al. Commissioning of the ArDM
experiment at the Canfranc underground laboratory: first steps towards
a tonne-scale liquid argon time projection chamber for dark matter
searches. J. Cosmol. Astropart. Phys., 2017(03):003–003, 2017.

[74] S. Amerio, et al. Design, construction and tests of the icarus t600

detector. Nucl. Inst. and Meth. in Phys. Research, 527(3):329–410, 2004.

[75] MicroBooNE Collaboration, R. Acciarri et al. A Proposal for a Three
Detector Short-Baseline Neutrino Oscillation Program in the Fermilab
Booster Neutrino Beam. 2015, arXiv:1503.01520.

[76] D. Akimov et al. Observation of coherent elastic neutrino-nucleus
scattering. Science 03 Aug, 2017. DOI: 10.1126/science.aao0990 .

171

https://doi.org/10.1007/JHEP03(2020)139
https://doi.org/10.1140/epjc/s10052-018-5812-2
https://doi.org/10.1140/epjc/s10052-018-5812-2
http://arxiv.org/abs/1711.01452
https://doi.org/10.1140/epjc/s10052-013-2330-0
https://doi.org/10.1140/epjc/s10052-013-2330-0
http://arxiv.org/abs/1212.4067
https://doi.org/10.1140/epjc/s10052-018-6079-3
https://doi.org/10.1140/epjc/s10052-018-6079-3
https://doi.org/10.1140/epjc/s10052-018-6079-3
http://arxiv.org/abs/1802.05040
https://journals.aps.org/prd/abstract/10.1103/PhysRevD.98.102006
https://journals.aps.org/prd/abstract/10.1103/PhysRevD.98.102006
http://arxiv.org/abs/1802.07198
https://linkinghub.elsevier.com/retrieve/pii/S0927650518300914
https://linkinghub.elsevier.com/retrieve/pii/S0927650518300914
http://arxiv.org/abs/1712.01982
http://arxiv.org/abs/1706.07081
http://arxiv.org/abs/1706.07081
http://arxiv.org/abs/1706.07081
http://arxiv.org/abs/1711.02117
https://doi.org/10.1088%2F1748-0221%2F12%2F02%2Fp02017
https://doi.org/10.1088%2F1748-0221%2F12%2F02%2Fp02017
https://doi.org/10.1088%2F1475-7516%2F2017%2F03%2F003
https://doi.org/10.1088%2F1475-7516%2F2017%2F03%2F003
https://doi.org/10.1088%2F1475-7516%2F2017%2F03%2F003
https://doi.org/10.1088%2F1475-7516%2F2017%2F03%2F003
https://www.sciencedirect.com/science/article/pii/S0168900204004966
https://www.sciencedirect.com/science/article/pii/S0168900204004966
http://arxiv.org/abs/1503.01520
http://arxiv.org/abs/1503.01520
http://arxiv.org/abs/1503.01520
http://arxiv.org/abs/1503.01520
http://science.sciencemag.org/content/early/2017/08/02/science.aao0990


[77] T. Doke, et al. Absolute scintillation yields in liquid argon and xenon
for various particles. Jpn. J. Appl. Phys., 41(Part 1, No. 3A):1538–1545,
2002.

[78] M. Agostini, et al. Limit on the radiative neutrinoless double electron
capture of $$ˆ{36}$$ 36 ar from GERDA phase i. The European Physical
Journal C, 76(12), 2016.

[79] Liquid argon properties table. Accessed in May 2023.

[80] P. Benetti et al. Measurement of the specific activity of Ar-39 in nat-
ural argon. Nucl. Inst. and Meth. in Phys. Research 574 (1) 83-88, 2007.
arXiv:astro-ph/060313.

[81] DEAP Collaboration, R. Ajaj, et al. Electromagnetic Backgrounds and
Potassium-42 Activity in the DEAP-3600 Dark Matter Detector. Phys.
Rev. D, 100:072009, 2019, arXiv:1905.05811.

[82] P. Adhikari, et al. Precision measurement of the specific activity of ar-39

in atmospheric argon with the deap-3600 detector. The European Physical
Journal C, 83(7):642, 2023.

[83] J. Xu et al. A study of the residual 39Ar content in argon from un-
derground sources. Astroparticle Physics, Volume 66, p. 53-60, 2015.
arXiv:1204.6011.

[84] WArP Collaboration, R. Acciarri et al. Effects of Nitrogen contamination
in liquid Argon. JINST, 5:P06003, 2010, arXiv:0804.1217.

[85] M. Hofmann, et al. Ion-beam excitation of liquid argon. Eur. Phys. J. C,
73(10):2618, 2013, arXiv:1511.07721.

[86] Saint-Gobain BCF-91A datasheet.

[87] Mario Schwarz, et al. Liquid Argon Instrumentation and Monitoring in
LEGEND-200. EPJ Web Conf., 253, 2021.

[88] G. R. Araujo, T. Pollmann, and A. Ulrich. Photoluminescence response
of acrylic (PMMA) and polytetrafluoroethylene (PTFE) to ultraviolet
light. Eur. Phys. J. C, 79(8):653, 2019, arXiv:1905.03044.

[89] A. Neumeier, et al. Attenuation of vacuum ultraviolet light in pure
and xenon-doped liquid argon —an approach to an assignment of the
near-infrared emission from the mixture. EPL, 111(1):12001, 2015.

[90] R. Acciarri et al. Effects of Nitrogen and Oxygen contamination in liquid
Argon. Nucl. Phys. B Proc. Suppl., 197:70–73, 2009.

[91] ICARUS Collaboration, B. Ali-Mohammadzadeh et al. Design and im-
plementation of the new scintillation light detection system of ICARUS
T600. JINST, 15(10):T10007, 2020, arXiv:2006.05261.

172

https://iopscience.iop.org/article/10.1143/JJAP.41.1538
https://iopscience.iop.org/article/10.1143/JJAP.41.1538
https://doi.org/10.1140%2Fepjc%2Fs10052-016-4454-5
https://doi.org/10.1140%2Fepjc%2Fs10052-016-4454-5
https://lar.bnl.gov/properties/
https://arxiv.org/abs/astro-ph/0603131
https://doi.org/10.1103/PhysRevD.100.072009
https://doi.org/10.1103/PhysRevD.100.072009
http://arxiv.org/abs/1905.05811
https://doi.org/10.1140/epjc/s10052-023-11678-6
https://doi.org/10.1140/epjc/s10052-023-11678-6
https://arxiv.org/abs/1204.6011
https://doi.org/10.1088/1748-0221/5/06/P06003
https://doi.org/10.1088/1748-0221/5/06/P06003
http://arxiv.org/abs/0804.1217
https://doi.org/10.1140/epjc/s10052-013-2618-0
http://arxiv.org/abs/1511.07721
https://doi.org/10.1051/epjconf/202125311014
https://doi.org/10.1051/epjconf/202125311014
https://arxiv.org/abs/1905.03044
https://arxiv.org/abs/1905.03044
https://arxiv.org/abs/1905.03044
http://arxiv.org/abs/1905.03044
https://doi.org/10.1209/0295-5075/111/12001
https://doi.org/10.1209/0295-5075/111/12001
https://doi.org/10.1209/0295-5075/111/12001
https://doi.org/10.1016/j.nuclphysbps.2009.10.037
https://doi.org/10.1016/j.nuclphysbps.2009.10.037
https://doi.org/10.1088/1748-0221/15/10/T10007
https://doi.org/10.1088/1748-0221/15/10/T10007
https://doi.org/10.1088/1748-0221/15/10/T10007
http://arxiv.org/abs/2006.05261
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