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Part I

Newtonian Gravity and Special
Relativity

1 Newton’s Theory of Gravitation

The first mathematical theory of gravitation was published by Newton around
1687 in his “Principia”. According to Newton, the trajectory of N point masses
which attract each other via gravitation is described by the differential equation

mi
d2ri
dt2

= −G
∑
j 6=i

mimj(ri − rj)

|ri − rj |3
(i = 1, ..., N) (1.1)

where ri(t) describes the position of the i-th mass mi at time t.
Experiments show that

G = 6.6743(7) · 10−11m3kg−1s−2. (1.2)

Note that the gravitational force is always attractive and directed along rj−ri.
Furthermore it is proportional to the product of the two masses.
The scalar gravitational potential is

Φ(r) = −G
∫
d3r′

ρ(r′)

|r − r′|
(1.3)

with ρ(r) =
∑

jmjδ(r−rj). This reduces to Φ(r) = −G
∑

j
mj
|r−rj | for pointlike

masses.
So the equation of motion for a particle of mass m reads:

m
d2r

dt2
= −m∇Φ(r). (1.4)

According to Eq. (1.3) the field Φ(r) is determined by the masses of the other
particles. The corresponding field equation is given by

∆Φ(r) = 4πGρ(r). (1.5)

The source of the field is the mass density.
Obviously Eq. (1.5) has the same mathematical structure as the field equation
in electrostatics:

∆φe(r) = −4πρe(r) (1.6)

with charge density ρe and electrostatic potential φe. To this equation we
associate the non-relativistic equation of motion for a particle with charge q

m
d2r

dt2
= −q∇φe(r). (1.7)

We want to compare Eqs. (1.4) and (1.7). In Eq. (1.7) the charge q does not
depend on the mass m and acts as a coupling constant. In analogy we interpret
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the m on the LHS of Eq. (1.4) as the same inertial mass as on the LHS of Eq.
(1.7) and the m on the RHS of Eq. (1.4) as an a priori different gravitational
mass acting as a coupling parameter. Experimentally it is verified that inertial
and gravitational mass are the same to an accuracy of ∼ 10−13. In Newton’s
theory this (presumable) identity of inertial and gravitational mass is just by
chance but in GR it will turn out to be a crucial fact.

For many applications Newtonian gravity is good enough. However it is
clear that the above equations cannot always be true since they imply instanta-
neous action at a distance (a change of the mass distribution changes the field
everywhere instantaneously). This problem has already been known to Newton
himself but it took more than 300 years until somebody (namely Einstein) could
think of how to solve this problem correctly and find a more general theory of
which Newtonian gravity is a special case.

1.1 Goals of General Relativity

From an experimental point of view, the necessity of a more general theory of
gravity is clear. For example the problem of Mercury’s perihelion was the first
experimental fact that couldn’t be explained using only Newtonian gravity and
it was the first problem to be solved by Einstein after his discovery of general
relativity.
Heuristically one could think of the possibility to make a transition from New-
tonian gravity (NG) to general relativity (GR) in an analogous way as elec-
trostatics (ES) is generalized to electrodynamics (ED). The transition from ES
to ED is done, in a formal sense, by considering inertial frames in relativistic
motion relative to each other. This leads to the conclusion that charge densities
ρe and current densities j have to be related and have to transform into each
other. Formally this corresponds to the following generalization:

ρe −→ jα = (ρec, ρev). (1.8)

One treats the potentials in an analogous way:

Φe −→ Aα = (Φe,A). (1.9)

Finally, “completing” ∆ to �,

∆ −→ � =
1

c2

∂2

∂t2
−∆, (1.10)

yields the transition from the static Poisson equation to a relativistic field equa-
tion:

∆Φe = −4πρe −→ �Aα =
4π

c
jα. (1.11)

Note that the 0-component of the new equation reduces in the static case to
the Poisson equation.
Since NG and ES have the same mathematical structure, one can try to gen-
eralize NG in a similar way. The transition ∆ → � is straightforward, but
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generalizing the mass density ρ is not so easy: In the case of ES/ED the charge
q of a particle is independent of how the particle moves. The mass m, on the
other hand, depends on velocity (m = γm0). This is just the fact that q is
a Lorentz scalar but m isn’t. Since the charge is a Lorentz scalar, the charge
density ρe = ∆q

∆V transforms as the 0-component of a Lorentz vector jα (because
1

∆V transforms into γ 1
∆V under Lorentz transformations). The mass is not a

Lorentz scalar, but since the energy E = mc2 transforms as the 0-component
of a Lorentz vector, the mass density ρ transforms as the 00-component of a
Lorentz tensor: the energy-momentum tensor Tαβ. Thus instead of Eq. (1.8)
we should generalize in the following way:

ρ −→
(
ρc2 ρcvT

ρcv ρv · vT
)
∼ Tαβ. (1.12)

Accordingly we have to generalize the gravitational potential Φ to some tensor
depending on two indices, which we shall call the metric tensor gαβ:

∆Φ = 4πGρ −→ �gαβ ∝ GTαβ. (1.13)

This heuristic approach will turn out not to be completely the right track but
Eq. (1.13) will turn out to be a weak-field approximation of GR! From Eq.
(1.13) it is also immediately obvious that we will expect to find wave solutions
in analogy to ED. But since Eq. (1.13) will turn out to be not exact, gravita-
tional waves will only be approximate solutions in GR, whereas electromagnetic
waves are exact solutions in ED.
Note another difference between the transition ES → ED and NG → GR: due
to the equivalence of mass and energy, the gravitational field, which carries
energy, also carries a mass. Therefore the gravitational field is itself a grav-
itational source. This is the reason for the non-linearities in GR. In ED the
electromagnetic waves also carry energy but they do not carry a charge, so
they are not a source of new fields.

2 Special Relativity

2.1 Galilei Transformations

In order to formulate the relativity principle we need the notion of a coordinate
system which is a reference system with a defined choice of coordinates (e.g.
cartesian coordinates x(t), y(t), z(t)). Important examples are inertial reference
systems (IS). From a very practical point of view these are systems which move
relative to the distant (thus fixed) stars in the sky at a constant velocity. Non-
inertial systems are reference systems that are accelerated with respect to an
IS. Newton’s equations of motion are valid in IS.
The principle of Galilei invariance states that all IS are equivalent, i.e. all
physical laws are valid in every IS. The laws are covariant (i.e. forminvariant)
under transformations which lead from IS to IS’. If an event in IS is described
by coordinates xi, t, then the same event is described in IS’ by coordinates x′i,
t′ and the general Galilei transformation connecting IS and IS’ takes the form

x′i = Rikx
k + vit+ bi, t′ = t+ τ. (2.1)
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Obviously b describes a translation, v is the relative velocity between IS and IS’.
The relative rotation of the coordinate systems is described by (Rik) ∈ SO(3).
Note that Rij(R

T )jk = δik ensures that the line element

ds2 = dx2 + dy2 + dz2 (2.2)

remains invariant. Eqs. (2.1) defines a 10 paramter group of transformations,
the Galilei group.

2.2 Lorentz Transformations

As we know, the laws of mechanics are invariant under Galilei transformations
whereas Maxwell’s equations are not. The reason for the latter fact is that
Maxwell’s equations contain the constant speed of light c - a concept which
is incompatible with the philosophy of Galilei invariance. If we demand all
physical laws (including Maxwell’s equations) to be valid in every IS, we are
led to Lorentz transformations instead of Galilei transformations. Accordingly
the laws of mechanics have to be modified.
In order to describe Lorentz transformations we use Minkowski coordinates
x = (ct, r). Let an event be at xα in IS and at x′α in IS’. The general Poincaré
transformation from xα to x′α reads

x′α = Λαβx
β + bα. (2.3)

where Λαβ describes the relative rotation and movement of the inertial frames.
Due to homogeneity of space, Λαβ has to be linear, i.e. it does not depend on
xα.
As before Λαβ has to be such that the square of the line element remains
unchanged under the transformation1:

ds2 = ηαβdx
αdxβ = c2dt2 − dr2. (2.4)

A four-dinemsional space with this line element is called a Minkowski space.
In the case of light we have

dτ2 = dt2 − dx2 + dy2 + dz2

c2
= 0 ⇒

∣∣∣∣drdt
∣∣∣∣2 = c2. (2.5)

The fact that dτ = 0 implies dτ ′ = 0 ensures that the speed of light is the same
in all coordinate systems.
Inserting (2.3) into the invariance condition ds2 = ds′2 we obtain

ds′2 = ηαβdx
′αdx′β = ηαβΛαγΛβδdx

γdxδ
!

= ηγδdx
γdxδ (2.6)

⇒ ΛαγΛβδηαβ = ηγδ (2.7)

⇒ ΛT ηΛ = η. (2.8)

Rotations are special cases and are contained in Λ:

x′α = Λαβx
β (2.9)

1We use the convention ηαβ = diag(1,−1,−1,−1)
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where Λik = Rik, Λ0
0 = 1, Λi0 = Λ0

i = 0. The entire group of Lorentz trans-
formations is called Poincaré group (10 parameters). The homogeneous
Lorentz group consists of those Poincaré transformations with aα = 0.
Translations and rotations form a subgroup of the Galilei group as well as the
Lorentz group and their properties are the same as before. So the interesting
transformations are those which describe relative velocities between IS and IS’.
A Lorentz boost in the x-direction takes the form

Λαβ =


Λ0

0 Λ0
1 0 0

Λ1
0 Λ1

1 0 0
0 0 1 0
0 0 0 1

 (2.10)

with (according to (2.8))

(Λ0
0)2 − (Λ1

0)2 = 1 (2.11)

(−Λ1
1)2 − (Λ0

1)2 = −1 (2.12)

Λ0
0Λ0

1 − Λ1
0Λ1

1 = 0 (2.13)

which can be written as(
Λ0

0 Λ0
1

Λ1
0 Λ1

1

)
=

(
coshψ − sinhψ
− sinhψ coshψ

)
. (2.14)

For the origin of IS’ we have x′1 = 0 = Λ1
0ct+ Λ1

1vt which gives us

tanhψ = −Λ1
0

Λ1
1

=
v

c
=: β. (2.15)

As a function of velocity this yields

Λ0
0 = Λ1

1 = γ =
1√

1− β2
(2.16)

Λ0
1 = Λ1

0 =
−β√
1− β2

. (2.17)

Finally this transformation (“Lorentz boost”) reads

x′ = γ(x− βct), y′ = y, z′ = z, ct′ = γ(ct− βx). (2.18)

Note that for v � c this reduces to a Galilei transformation.
The object ψ = arctanhβ is called rapidity. We infer that for the addition of
parallel velocities we have

ψ = ψ1 + ψ2 → β =
β1 + β2

1 + β1β2
. (2.19)
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2.3 Proper Time

The time coordinate t in IS is the time measured by clocks at rest in IS. The
time τ shown by a clock which moves with velocity v(t) is called proper time.
Consider an IS’ at a given moment t0 which moves at a constant velocity v0(t0)
with respect to IS such that the clock can be considered at rest in IS’ during
an interval dt′. We then have

dτ = dt′ =
1

γ
dt, (2.20)

which follows immediately from Eq. (2.18) by setting x = v0t.
An infinitestimal time later at time t+dt, the clock rests in yet another inertial
system IS” which moves with velocity v0 = v(t+dt) and so on. Summing up all
infinitestimal time intervals dτ yields the total proper time which is measured
by a clock moving in IS:

τ =

∫ t2

t1

dt

√
1− v(t)2

c2
(2.21)

2.4 Relativistic Mechanics

2.4.1 Equations of Motion

We want to recapitulate the relativistic generalization of Newton’s equations
of motion. In order to do so, we replace the spatial velocity vi = dxi

dt by the
4-velocity

uα =
dxα

dτ
. (2.22)

Because dτ = ds
c is Lorentz-invariant and x′α transforms like a vector (x′α =

Λαβx
β) this 4-velocity also shows the correct Lorentz-covariant transformation

behaviour:
u′α = Λαβu

β. (2.23)

All quantities which transform in this way under coordinate transformations
x′α = Λαβx

β are called Lorentz 4-vector. The relativistic equation of motion
reads

m
duα

dτ
= fα. (2.24)

Due to Lorentz covariance we can perform a Lorentz transformation and the
equation of motion in another inertial system has the same form,

m
du′α

dτ
= f ′α. (2.25)

As is necessary for consistency, Eq. (2.25) reduces to Newtons law if v � c.
This is because the quantities change according to

m
duα

dτ

v�c−→ m(0,
dv

dt
) (2.26)

fα = (f0,f)
v�c−→ (0,K). (2.27)
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Note that f ′α is determined in any IS through a suitable LT such that f ′α =
Λαβf

β.
As an example we find for a boost with velocity v1 in x-direction that

f ′0 = γ
v1K1

c
, f ′1 = γK1, f ′2 = K2, f ′3 = K3. (2.28)

For a boost with velocity v in a general direction one can show

f ′0 = γ
v ·K
c

, f ′ = K + (γ − 1)v
v ·K
v2

. (2.29)

So if we want to determine the 4-force in a general IS, we simply write it down
in a rest frame where it is trivial (Newtonian) and perform a corresponding
Lorentz transformation.

2.4.2 Energy and Momentum

Of course, the 4-momentum

pα = muα = m
dxα

dτ
= mγ

dxα

dt
= mγ(c,v) = (

E

c
,p) (2.30)

is a Lorentz-vector, as well. With Eq. (2.29) the 0-component of Eq. (2.25) in
the limit v � c becomes

dE

dt
= v ·K. (2.31)

Here v ·K is just the power given to the particle. This justifies to call the
quantity “E” an energy.
From ds2 = c2dτ2 = ηαβdx

αdxβ it follows that ηαβp
αpβ = m2c2. This is just

the energy-momentum relation

E2 = m2c4 + c2p2 (2.32)

which again reduces to classical mechanics in the non-relativistic limit:

E =
√
m2c4 + c2p2 '

{
mc2 + p2

2m if v � c, p� mc

cp if v ' c, p� mc
(2.33)

For particles with no rest mass (e.g. photons) the second equation E = cp is
exact.

2.4.3 Equivalence of Mass and Energy

One can divide the energy into the rest energy and the kinetic energy:

E0 = mc2 (2.34)

Ekin = E − E0 = E −mc2 = (γ − 1)mc2. (2.35)
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2.5 Tensors in Minkowski space

We want to discuss the transformation properties of physical quantities under
Lorentz transformations. As we have seen, a 4-vector transforms as

v′α = Λαβv
β. (2.36)

We call vα (with upper index) a contravariant 4-vector. The coordinate sys-
tem transforms in the same way, according to x′α = Λαβx

β.
A covariant 4-vector is defined through

vα = ηαβv
β. (2.37)

The matrix ηαβ is defined as the inverse of ηαβ such that ηαβηβγ = δαγ . Given
the transformation behaviour of contravariant vectors we find for covariant vec-
tors

v′α = ηαβv
′β = ηαβΛβγv

γ = ηαβΛβγη
γδvδ = Λ

δ
αvδ (2.38)

with Λ
δ
α = ηαβΛβγη

γδ. Using Eq. (2.7) we find

Λ
γ
αΛαβ = ηαδη

γεΛδεΛ
α
β = ηγεηεβ = δγβ (2.39)

and similarly ΛβαΛ
α
γ = δβγ . In matrix notation this means that Λ = Λ−1 or

with Lorentz indices: Λ
α
β = (Λ−1)αβ = Λβ

α. Therefore a contravariant vector
transforms with Λ whereas a covariant vector transforms with Λ−1.
The scalar product of two 4-vectors vα, uβ is

vαu
α = vαuα = ηαβvαuβ (2.40)

which is Lorentz-invariant if the vectors are contravariant and covariant, re-
spectiveley:

v′αu′α = ΛαβΛ
δ
α︸ ︷︷ ︸

=ηδβ

vβuδ = vβuβ. (2.41)

Note that ∂
∂xα transforms like a covariant vector. This is because if the coordi-

nates transform as x′α = Λαβx
β, then we immediately have

xβ = Λα
βx′α ⇒ ∂xβ

∂x′α
= Λα

β (2.42)

which immediately gives a covariant transformation behaviour for ∂
∂xα :

∂

∂x′α
=
∂xβ

∂x′α
∂

∂xβ
= Λα

β ∂

∂xβ
. (2.43)

We introduce the notation

∂α ≡
∂

∂xα︸ ︷︷ ︸
covariant

and ∂α ≡ ∂

∂xα︸ ︷︷ ︸
contravariant

. (2.44)
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The D’Alembert operator reads

� ≡ ∂α∂α (2.45)

which can immediately seen to be a Lorentz scalar, in this notation.
A contravariant tensor of rank r is an object whose components transform
like the coordinates xα, i.e.

T ′α1···αr = Λα1
β1 · · ·ΛαrβrT β1···βr . (2.46)

Tensors of rank 0 are called scalars, such of rank 1 are vectors. In an analogous
way we define mixed tensors, for example

T ′αηγ = ΛαδΛ
ε
βΛ

ν
γT

δ
εγ . (2.47)

The following operations can be used in order to form new tensors:

• A linear combination of tensors with the same upper and lower indices,
e.g. Tαβ = aRαβ + bSαβ

• Direct product of tensors, e.g. Tαβγ = SαβRγ

• Contraction of tensors, e.g. Tα = Sαββ

• Differentiation of a tensorfield, e.g. Tα
βγ = ∂αS

βγ

(Caution: If we leave Minkowski space, the derivative of a tensorfield will
not necessarily be a tensorfield any more.)

We also notice that two tensors which are equal in one coordinate system are
equal in every coordinate system. Because “zero” is a tensor, as well, this
implies that the vanishing of a tensor is a Lorentz invariant property.

Transforming a contravariant component of a tensor in a covariant compo-
nent is defined as in Eq. (2.37) (raising and lowering indices with the metric).
Note that the order of upper and lower indices is important.
Some examples for tensors:

• The metric η which is called Minkowski tensor:

η′αβ = Λ
γ
αΛ

δ
βηγδ = Λ

γ
αΛ

δ
βΛµγΛνδηµν = ηαβ. (2.48)

In case of the Minkowski metric we have

ηαβ = ηαγηγβ = δαβ = ηβ
α. (2.49)

• Note that Λαβ is not a tensor.

• dxµ

dτ is a tensor (τ ′ = τ because it refers explicitly to a particular frame),

but dxµ

dt is not (because t transforms non-trivially under LT).

• The totally antisymmetric tensor εαβγδ. Under Lorentz transformations
(det Λ = 1) it behaves like a “pseudotensor”, i.e.

ε′αβγδ = Λαα′Λ
β
β′Λ

γ
γ′Λ

δ
δ′ε

α′β′γ′δ′ = det Λεαβγδ (2.50)
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• The functions S(x), V α(x), Tαβ(x), ... are scalar fields, vector fields and
tensor fields, respectively:

S′(x′) = S(x) (2.51)

V ′α(x′) = ΛαβV
β(x) (2.52)

T ′αβ(x′) = ΛαδΛ
β
γT

δγ(x). (2.53)

In each case the argument has to be transformed, as well: x′α = Λαβx
β.

2.6 Electrodynamics

Maxwell’s equations read

divE = 4πρe, rotB =
4π

c
j +

1

c

∂E

∂t
(2.54)

rotE = −1

c

∂B

∂t
, divB = 0 (2.55)

and the continuity equation is

divj +
∂ρe
∂t

= 0 ⇔ ∂αj
α = 0 (2.56)

with jα = (cρe, j). The continuity equation follows from the conservation of
charge in isolated systems:

∂t

∫
d3rj0︸ ︷︷ ︸
=q

= 0. (2.57)

We introduce the (antisymmetric) field strength tensor

Fαβ =


0 −Ex −Ey −Ez
Ex 0 −Bz By
Ey Bz 0 −Bx
Ez −By Bx 0

 . (2.58)

In terms of the field strength tensor, Maxwell’s equations read

∂αF
αβ =

4π

c
jβ (inhomogeneous) (2.59)

εαβγδ∂βFγδ = 0 (homogeneous). (2.60)

Maxwell’s equations are now expressed in a manifestly Lorentz-covariant nota-
tion.
Eq. (2.60) allows us to represent Fαβ as a “curl” of a 4-vector Aα:

Fαβ = ∂αAβ − ∂βAα (2.61)

which automatically solves the homogeneous equation (2.60).
Using Aα = (φ,Ai), we can reformulate Maxwell’s equations. From Eq. (2.61)
it follows that the gauge transformation

Aα −→ Aα + ∂αχ (2.62)
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leaves Fαβ unchanged (χ(x) is an arbitrary, differentiable scalar field). We can
use this freedom in order to demand a certain gauge condition. The Lorenz
gauge condition

∂αA
α = 0 (2.63)

leads to the decoupling of the inhomogeneous Maxwell equations:

�Aα =
4π

c
jα. (2.64)

The equation of motion for a particle with charge q reads

m
duα

dτ
=
q

c
Fαβuβ. (2.65)

One can also define the energy-momentum tensor of the electromagnetic field

Tαβe.m. =
1

4π

(
FαγF

γβ − 1

4
ηαβFγδF

γδ

)
. (2.66)

The 00-component is just the energy density of the field and the 0i-components
give rise to the Poynting vector:

T 00
e.m. = ue.m. =

1

8π
(E2 + B2) (2.67)

T 0i
e.m. =

1

c
S =

1

4π
[E ∧B]i. (2.68)

Maxwell’s equations can also be written in terms of the energy-momentum
tensor:

∂αT
αβ
e.m. = −1

c
F βγjγ . (2.69)

An important property of this tensor is that it is conserved (∂αT
αβ
e.m. = 0) if

there is no external force present. The 0-component is just energy conservation
and for α = 1, 2, 3 this expresses the conservation of momentum. If we have an
external force density fα, then

∂αT
αβ
e.m. = fβ. (2.70)

2.7 Accelerated Reference Systems in Special Relativity

Non-inertial systems can be considered in special relativity in a consistent way.
But then the physical laws do no longer have the simple covariant form.
For example, consider a rotating coordinate system. We expect additional
terms in the equation of motion (e.g. Coriolis force, centrifugal force). Let
the coordinate system KS’ (with coordinates x′α) rotate with constant velocity
relative to the inertial system IS (with coordinates xα):

t = t′, z = z′

x = x′ cos(ωt′)− y′ sin(ωt′) (2.71)

y = x′ sin(ωt′) + y′ cos(ωt′)
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with ω2(x′2 + y′2)� c2. Insert Eq. (2.71) into the line element ds:

ds2 = ηαβdx
αdxβ

= c2dt2 − dx2 − dy2 − dz2

=
[
c2 − ω2(x′2 + y′2)

]
dt′2 + 2ωy′dx′dt′ − 2ωx′dy′dt′ − dx′2 − dy′2 − dz′2

= gαβdx
′αdx′β

= ds′2. (2.72)

For arbitrary coordinates x′α, ds2 is a quadratic form in the coordinate differ-
entials dx′α. To this end, consider a general coordinate transformation

xα = xα(x′) = xα(x′0, x′1, x′2, x′3). (2.73)

We find

ds2 = ηαβdx
αdxβ

= ηαβ
∂xα

∂x′µ
∂xβ

dx′ν︸ ︷︷ ︸
=gµν(x′)

dx′µdx′ν (2.74)

where gµν is defined as the metric tensor of the KS’ system. It is symmetric in
µ↔ ν and it is not constant in spacetime.
As in classical mechanics where accelerated reference systems feel inertial forces,
we find a centrifugal force Z in a rotating frame. In terms of the centrifugal
potential φ we have

φ = −ω
2

2
(x′2 + y′2) and Z = −m∇φ. (2.75)

We see from Eqs. (2.72) that

g00 = 1 +
2φ

c2
. (2.76)

Thus the centrifugal potential appears in the metric tensor. First derivatives
of the metric tensor are related to the forces in the relativistic equations of
motion.
In order to interpret the meaning of t′ in KS’ we evaluate Eq. (2.72) at a point
with dx′ = dy′ = dz′ = 0:

dτ ≡ dsclock

c
=
√
g00dt

′ =

√
1 +

2φ

c2
dt′

!
=

√
1− v2

c2
dt (2.77)

because the proper time τ measured by a clock resting in KS’ is a Lorentz scalar.
In case of an inertial system we have gµν = ηµν and the clock moves with speed

v = ωρ = ω
√
x′2 + y′2. With Eq. (2.75) we see that both expressions in (2.77)

are indeed equal.
As we have seen, the coefficients of the metric tensor gµν(x′) are functions

of the coordinates if the coordinate system is not inertial. Such a dependence
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will also arise if we use curved coordinates instead of flat ηαβ. In order to
describe our example of a rotating reference system, we could also use cylindrical
coordinates

x′0 = ct = x0, x′1 = ρ, x′2 = ϕ, x′3 = z (2.78)

with the line element

ds2 = c2dt2 − dρ2 − ρ2dϕ2 − dz2

= gµν(x′)dx′µdx′ν . (2.79)

Hence gµν = diag(1,−1,−ρ2,−1) is diagonal. These coordinates describe flat
Minkowski space from the point of view of an inertial system. Nevertheless
the metric tensor depends on the coordinates because which is now due to
the fact that we don’t use Cartesian coordinates. The fact that the metric
tensor depends on the coordinates can either be interpreted as an effect of the
acceleration of the coordinate system, or it can be interpreted as a consequence
of the fact that we don’t use cartesian coordinates.
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Part II

Basic Ideas about Gravity and
Curvature

3 The Equivalence Principle

The equivalence principle of gravitation and inertia tells us how an arbitrary
physical system responds to an external gravitational field.
The physical basis of general relativity is the equivalence principle as formulated
by Einstein. At first we want to discuss different forms of the equivalence
principle:

1. Inertial and gravitational mass are equal.2

2. Gravitational forces are equivalent to inertial forces.

3. In a local inertial frame, the laws of special relativity are valid without
gravitation.

The first point (“weak equivalence principle“) is concerned with the
inertial mass mi which appears in Newton’s law F = mia, and the gravita-
tional mass mg which the gravitational force is proportional to. A particle in a
homogeneous gravitational field satisfies the classical equation

miz̈ = −mgg (3.1)

with the solution

z(t) = −1

2

mg

mi
gt2 (+v0t+ z0). (3.2)

Galilei’s statement (“All bodies fall at the same rate in a gravitational field.”)
means that

mg
mi

is the same for all bodies.
A first experimental confirmation is due to Newton who considered the period
T of a pendulum (small amplitude):(

T

2π

)2

=
mi

mg

l

g
l : length of pendulum. (3.3)

Using this method, Newton verified mi = mg to a precision of ∼ 10−3. In
1890 Eötvös could verify this statement to a precision of ∼ 10−9 using torsion
balance. The most recent experiments confirm this equality to a precision of
∼ 10−12.
Due to the equivalence of energy and mass, all forms of energy contribute to a
body’s inertial as well as to its gravitational mass.

The second postulate reflects the fact that as long as gravitational and
inertial mass are the same, also gravitational forces are equivalent to inertial

2This postulate is also called the “universality of free fall”.
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forces. This means that going to an accelerated reference frame, one can get
rid of the gravitational field. For example, in the (approximately) homogeneous
gravitational field at the surface of the earth we have

mir̈ = mgg. (3.4)

This is valid for a reference system resting at the earth’s surface which is an iner-
tial system for us (to a good approximation). We can perform a transformation
to an accelerated coordinate system KS via

r = r′ +
1

2
gt2, t = t′ (3.5)

where we assume gt� c. The origin of KS, r′ = 0, moves in IS with r(t) = 1
2gt

2.
Inserting (3.5) into (3.4), it follows that

mi
d2

dt2
(r′ +

1

2
gt′2) = mgg (3.6)

⇒ mi
d2r′

dt2
= (mg −mi)g (3.7)

which reduces to the equation of motion of a freely moving particle in KS if
mi = mg. Hence the gravitational force vanishes in the freely falling system
KS.
Note that something similar is not possible in electromagnetism because charge
is certainly not the same as inertial mass.

The weak equivalence principle can also be stated in the following form: an
observer who is sealed in some box is not able to tell only by observing freely
falling test-particles if his box is accelerating in free space or if there is a gravi-
tational field present. In both cases a freely falling particle behaves exactly the
same. The only restriction we have to impose is that he should only be allowed
to perform experiments in (infinitesimally) small regions of spacetime. If he
were, for example, to compare two freely falling particles which are separated
by some large distance, then the particles could behave differently in case of a
gravitational field being present. If the field was inhomogeneous (e.g. the gravi-
tational field of the Earth), then the particles would move closer together as they
fall down. This effect would not be observed if, instead of the gravitational field
of the Earth, the observer and his test-particles would be uniformly accelerated.

Einstein generalizes this postulate. He assumes (Einstein equivalence
principle) that in a freely falling reference system, all physical processes run
exactly as if there was no gravitational field. This extends the previously purely
mechanical statement (“weak“ equivalence principle) to all types of physical
processes and also non-homogeneous gravitational fields. In other words: the
observer in the sealed box cannot distinguish a gravitational field from pure
acceleration by means of any physical process.

As an example of a freely falling system consider a satellite in a stable
orbit around the earth and assume that the laboratory on the satellite is not
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rotating. Then the equivalence principle tells us that in such a system all
physical processes run as if there was no gravitational field. So the processes in
this laboratory run as in an inertial system. But it is only a local IS because
the satellite is on a circular orbit and thus it is not resting with respect to
the stars. This is the content of the third formulation: in a local IS (which is
not the same as a general IS) the processes run exactly as in an IS, i.e. the
laws of special relativity hold true. The observer in the satellite’s laboratory
will observe that all physical processes follow the laws of special relativity and
that there are neither gravitational nor inertial forces. On the other hand,
the observer at earth will say that the satellite moves in a gravitational field
and that inertial forces are present since it is accelerated. For him, the satellite
follows the path of a freely falling object for which the gravitational and inertial
forces just compensate each other.

Note that the compensation of the forces is exactly valid only for the center
of mass of the satellite system. Thus the equivalence principle applies only to
small (infinitesimal) local systems.3

The equivalence principle can also be formulated in the following way:

At every space-time point in an arbitrary gravitational field, it is
possible to choose a locally inertial coordinate system such that,
within a sufficiently small region of the point in question, the laws of
nature take the same form as in unaccelerated cartesian coordinate
systems in the absence of gravitation.4

For example, a laboratory bound to the earth’s surface can equivalently be seen
as in free space without gravity but accelerating “upwards”.

The equivalence principle allows to set up the relativistic laws including
gravitation. Indeed one can just perform a coordinate transformation to an-
other system: a physical law expressed in terms of special relativity without
gravitation can be translated to a relativistic law with gravitation by a coordi-
nate transformation which includes the relative acceleration between the sys-
tems (for example, the satellite system and another coordinate system). This
relative acceleration corresponds to the gravitational field. Therefore we can
derive the relativistic laws in a gravitational field from the equivalence principle.
However this does not fix the field equations for gµν(x) because these equations
do not have any analogue in special relativity.

From a geometrical point of view, the coordinate-dependence of the metric
tensor means that space is curved. In this sense the field equations describe the

3 We note that sometimes the following argument is used to show that the equivalence
principle is actually wrong: one can in principle construct arbitrarily small apparatuses which
are able to detect the inhomogeneity in an inhomogeneous gravitational field which cannot
be due to pure acceleration. Therefore, it is argued, free acceleration and gravity can be
distinguished in this case even in arbitrarily small regions. The misconception is that we
should not talk about arbitrarily small regions in space but in space-time. And because such
“accelerometers” are certainly not able to measure the inhomogeneity during an arbitrarily
short time, the argument fails.

4 Notice the analogy with the axiom of Gauss taken as a basis of non-Euclidean geometry:
he assumed that at any point on a curved surface we may erect a locally Cartesian coordinate
system in which distances obey the law of Pythagoras.
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connection between the curvature of space and the sources of the gravitational
field in a quantitative way. The deep (philosophical) meaning of the equivalence
principle is not that gravitational mass as a coupling parameter has accidentally
the same numerical value as inertial mass. Einstein rather stated that inertial
and gravitational mass are intrinsically the same, meaning that gravity is not
some external force acting on bodies within spacetime but that rather gravity is
a property inherent to spacetime. This makes the geometrical interpretation of
gravity possible: gravity is the manifestation of the intrinsic geometrical shape
of spacetime.

This also means that gravity is actually no longer a “force”. What has been
the uniformly moving inertial observer in Newtonian theory is now the freely
falling body. So if we wanted to measure the “gravitational force” by some
experiment, we would run into serious problems because we have no “force-
free” reference frame! Every body is falling in exactly the same way under
the influence of gravity because gravity is no external force depending on some
characteristics of the body but rather the shape of spacetime which determines
the geodesic path for any free motion. If we want to measure a magnetic field,
we can, for instance, compare the motion of a charged particle in the field
to ourselves sitting in an inertial laboratory system not being influenced by
the magnetic field. According to the equivalence principle something similar is
impossible with gravity because the “inertial” laboratory system is that which
is freely falling in the fabric of spacetime, so it is moving in exactly the same way
as the particle that has to be observed. There is no “background” observer who
can be considered as the distinguished inertial frame observing the particle’s
motion as due to the gravitational “force”.

Consequently, we redefine what we mean by ”acceleration“. In the context of
GR we define an unaccelerated observer as one who is freely falling in whatever
gravitational field is present. Acceleration is never due to gravity but only due
to other forces.

3.1 Riemann Space

Let ξα be the Minkowski coordinates in the local IS (e.g. satellite in orbit
around earth). The equivalence principle tells us that special relativity should
apply. In particular we have

ds2 = ηαβdξ
αdξβ. (3.8)

The transition from the local IS to another coordinate system KS with coordi-
nates xµ be given as

ξα = ξα(x0, x1, x2, x3) (3.9)

which yields

ds2 = ηαβ
∂ξα

∂xµ
∂ξβ

∂xν
dxµdxν = gµν(x)dxµdxν (3.10)

⇒ gµν(x) = ηαβ
∂ξα

∂xµ
∂ξβ

∂xν
. (3.11)
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A space with a path element of the form (3.10) is called a Riemann Space.
The coordinate transformation (described by gµν) describes also the relative
acceleration between KS and the local IS. Since the accelerations are (in general)
different at two different points of the local IS, there is no global transformation
that brings (3.10) to a Minkowski form. We shall see that gµν reflects the
relativistic gravitational potentials.

4 Physics in a Gravitational Field

Without having really developed the mathematical language of general relativ-
ity yet, we can nevertheless draw very interesting conclusions solely from the
equivalence principle. At first we want to derive the equation of motion for
particles in the presence of a gravitational field (i.e. in a curved space with
non-trivial metric). From the equation of motion we can immediately infer the
bending of light as it travels past large accumulations of mass. As a second
application we will see that a strong gravitational field causes a dilation of time
similar to that for lage velocities in special relativity. As a consequence light
emitted from a massive star is redshifted when analyzed far away from the star.

4.1 Equation of Motion

The equivalence principle states that in a local IS the laws of special relativity
hold. Consider a particle on which no forces but gravity act. Due to the
equivalence principle there is a reference frame with coordinates ξα in which
our freely falling particle moves straight, i.e. the equations of motion assume
the form

d2ξα

dτ2
= 0 (uα =

dξα

dτ
) (4.1)

where τ is the proper time defined by ds2 = ηαβdξ
αdξβ. The solution of this

equation of motion is just a straight line:

ξα = aατ + bα. (4.2)

Note that for photons we need to write the equation of motion in the form

d2ξα

dλ2
= 0 (photons) (4.3)

where λ is some parameter parametrizing the trajectory (proper time does not
make sense because for photons ds = cdτ = 0).

Now consider a global coordinate system KS with coordinates xµ and metric
gµν . At all points xµ one can locally bring ds2 to the form ds2 = ηαβdξ

αdξβ.
Thus at every point P there exists a transformation ξα(x) = ξα(x0, x1, x2, x3)
from ξα to xµ. Note that this transformation varies from point to point. Con-
sider a small neighbourhood of P and apply the coordinate transformation:

ds2 = ηαβdξ
αdξβ = ηαβ

∂ξα

∂xµ
∂ξβ

∂xν︸ ︷︷ ︸
≡gµν(x)

dxµdxν . (4.4)
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We write (4.1) in the form

0 =
d

dτ

(
∂ξα

∂xµ
dxµ

dτ

)
=
∂ξα

∂xµ
d2xµ

dτ2
+

∂2ξα

∂xµxν
dxν

dτ

dxµ

dτ
. (4.5)

If we multiply this with ∂xκ

∂ξα and use ∂ξα

∂xµ
∂xκ

∂ξα = δκµ, we find the following equation
of motion:

d2xκ

dτ2
= −Γκµν

dxµ

dτ

dxν

dτ
(4.6)

with the Christoffel symbols Γκµν =
∂xκ

∂ξα
∂2ξα

∂xµ∂xν
. (4.7)

We see that the world line of a freely falling particle as described by xµ is a
geodesic in the Riemannian manifold with metric gµν (these expressions will
be explained later). In special relativity the metric is constant and thus the
Christoffel symbols vanish and the equations of motion are those of a particle
on which no forces are acting. The Christoffel symbols represent a pseudo-force
or fictitious gravitational force which is of the kind of a Coriolis force. It arises
whenever inertial motion is described from the point of view of a non-inertial
system. Eq. (4.6) is a second order differential equation for the functions xµ(τ)
which describe the trajectory of a particle in KS with the metric gµν(x). We
can rewrite this equation as

m
duα

dτ
= fα with uα =

dxα

dτ
. (4.8)

We thus interpret the right hand side of (4.6) as describing gravitational forces.
Due to Eq. (4.4), the 4-velocity dxµ

dτ has to satisfy the condition

c2 = gµν
dxµ

dτ

dxν

dτ
(if m 6= 0). (4.9)

Because of this condition, only three of the four components of dxµ

dτ are inde-
pendent (the same holds true in the case of 4-velocities in special relativity).
Using Eq. (??), we find a completely analogous geodesic equations for photons
(m = 0):

d2xκ

dλ2
= −Γκµν

dxµ

dλ

dxν

dλ
. (4.10)

Since dτ = ds = 0 we find instead of (4.9)

0 = gµν
dxµ

dλ

dxν

dλ
(ifm = 0). (4.11)

We come to the conclusion that only by means of the equivalence principle,
light rays can seen to be bent by gravity.

Note that neither the right hand side nor the left hand side of Eq. (4.6)
is a tensor. But one can easily show that the whole equation is still true in
a tensorial sense because the additional terms which appear under coordinate
transformations cancel.
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4.1.1 Christoffel Symbols

We want to show that the Christoffel symbols can be expressed in terms of gµν
and its first derivatives only. Considering Eq. (4.4) we note that

∂gµν
∂xλ

+
gλν
∂xµ

−
∂gµλ
∂xν

= ηαβ

(
∂2ξα

∂xµ∂xλ
∂ξβ

∂xν
+
∂ξα

∂xµ
∂2ξβ

∂xν∂xλ

)
+ ηαβ

(
∂2ξα

∂xλ∂xµ
∂ξβ

∂xν
+
∂ξα

∂xλ
∂2ξβ

∂xν∂xµ

)
− ηαβ

(
∂2ξα

∂xµ∂xν
∂ξβ

∂xλ
+
∂ξα

∂xµ
∂2ξβ

∂xλ∂xν

)
= 2ηαβ

∂2ξα

∂xµ∂xλ
∂ξβ

∂xν
. (4.12)

On the other hand we calculate

gνσΓσµλ = ηαβ
∂ξα

∂xν
∂ξβ

∂xσ
· ∂x

σ

∂ξκ︸ ︷︷ ︸
=δβκ

∂2ξκ

∂xµ∂xλ

= ηαβ
∂ξα

∂xν
∂2ξβ

∂xµ∂xλ
. (4.13)

Comparison of (4.12) and (4.13) yields the result

Γκµλ =
1

2
gκν

(
∂gµν
∂xλ

+
∂gλν
∂xµ

−
∂gµλ
∂xν

)
(4.14)

with the inverse metric gµν ,

gκνgνσ = δκσ . (4.15)

We immediately see that the Christoffel symbols are symmetric in the lower
indices:

Γκµλ = Γκλµ. (4.16)

Comparing this with the equations of motion of a particle in an electromag-
netic field we note a certain analogy. The Γλµν correspond to the fields Fαβ,
whereas gµν corresponds to Aα.

4.1.2 Newtonian Limit

Assume small velocities (vi � c) as well as weak and static (time-independent)
fields. Thus

dxi

dτ
� dx0

dτ
. (4.17)
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We expect to recover the Newtonian theory in this limit. Inserting (4.17) into
Eq. (4.6), we find

d2xκ

dτ2
= −Γκµν

dxµ

dτ

dxν

dτ
' −Γκ00

(
dx0

dτ

)2

. (4.18)

In the case of static fields (gµν,0 ' 0), Eq. (4.14) yields

Γκ00 = −1

2
gκi

∂g00

∂xi
. (4.19)

For weak fields, set

gµν = ηµν + hµν , with |hµν | � 1. (4.20)

This means that the coordinates (ct, xi) are “almost” Minkowski coordinates.
Inserting this into (4.19) we find in a linear order in h that

Γκ00 =

(
0,

1

2

∂h00

∂xi

)
. (4.21)

We evaluate (4.18) for κ = 0, κ = j:

d2t

dτ2
= 0 (⇒ dt

dτ
= const.) (4.22)

d2xj

dτ2
= −c

2

2
h00,j

(
dt

dτ

)2

. (4.23)

If we choose coordinates in which dt
dτ = 1, the second equation becomes

d2xj

dτ2
= −c

2

2
h00,j . (4.24)

Hence

d2r

dt2
= −c

2

2
∇h00(r) (4.25)

with (xj) = r. The corresponding Newtonian equation is

d2r

dt2
= −∇φ(r). (4.26)

We conclude that

g00(r) = 1 + h00(r) = 1 +
2φ(r)

c2
. (4.27)

But note that the Newtonian limit (4.26) contains no information about the

other components of hµν . The term 2φ(r)
c2

serves as a measure for the strength
of the gravitational fields.
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For example, consider a spherically symmetric mass distribution. At the
surface of the earth we have a general relativistic correction of the order

2φ(r)

c2
' 1.4 · 10−9. (4.28)

Compare this to the data of other astrophysical objects:

2φ(r)

c2
'


4 · 10−6 (sun)

3 · 10−4 (white dwarf)

3 · 10−1 (neutron star)

(4.29)

5 Time Dilation

Consider a clock in a static gravitational field and the effect of gravitational
redshift.

5.0.3 Proper Time

The proper time τ of the clock with coordinates x = (xµ) in an arbitrary
reference system is

dτ =
dsclock

c
=

1

c

(√
gµν(x)dxµdxν

)
clock

. (5.1)

(According to the equivalence principle, if the coordinate system which we use
to describe the motion is locally inertial, the laws of special relativity hold, i.e.
Eq. (5.1) holds with ηµν instead of gµν).
The time shown by the clock depends on both the gravitational field and on
the motion of the clock. We consider the following special cases:

• A clock moving in an IS without gravity:

dτ =

√
1− v2

c2
dt. (gµν = ηµν , dx = (cdt,vdt)) (5.2)

• Clock at rest in a gravitational field has spatial coordinates dxi = 0.
Hence we have

dτ =
√
g00dt. (5.3)

If the field is static, we have, using Eq. (4.27),

dτ =

√
1 +

2φ(r)

c2
dt (|φ| � c2). (5.4)

Because of φ being negative, a clock in a gravitational field goes slower
than a free clock without gravitational field.

25



5.0.4 Redshift

We consider atoms (e.g. on stars) emitting and absorbing light with a given
frequency as “clocks”. Furthermore we consider only a static gravitational field,
i.e. gµν does not depend on time. Let the source be resting at rA and let it
emit a monochromatic electromagnetic wave with frequency νA. An observer
at rB will measure a frequency νB. In general, A and B will measure different
proper times:

Proper time of A: dτA =
√
g00(rA)dtA, (5.5)

Proper time of B: dτB =
√
g00(rB)dtB. (5.6)

As a time interval we consider the time between two subsequent peaks which
are emitted by A or received by B, respectively. In this case dτA and dτB
correspond to the period of the waves in A and B, i.e.

dτA =
1

νA
, dτB =

1

νB
. (5.7)

Going from A to B needs the same time ∆t for the peaks of both signals.
Therefore they will arrive with a time delay which is equal to the one with
which they were emitted:

dtA = dtB. (5.8)

Using Eqs. (5.6) and (5.7) we find

νA
νB

=

√
g00(rB)

g00(rA)
. (5.9)

We introduce the redshift

z =
νA
νB
− 1 =

λB
λA
− 1. (5.10)

From Eq. (5.9) we conclude that the gravitational redshift is

z =

√
g00(rB)

g00(rA)
− 1. (5.11)

For weak fields we have g00 = 1 + 2φ
c2

and thus

z =
φ(rB)− φ(rA)

c2
(|φ| � c2). (5.12)

To summarize, we expect to measure a smaller frequency νB < νA if the light
has to “escape” a gravitational field to some extend when propagating from A
to B.

For example, consider the light of the sun. With (5.12) we find

z ' −φ(rA)

c2
=
GM⊙
c2R⊙ ' 2 · 10−6. (5.13)

26



Compare this to z ' 10−4 on white dwarfs or even z ' 10−1 in the case of
neutron stars.

In general there are three effects which can lead to a change of the frequency
of spectral lines:

1. Doppler shift: Due to the motion of the source or of the observer.

2. Gravitational redshift: Due to the gravitational field at the source.

3. Cosmological redshift: Due to the expansion of the universe. In this
case the metric tensor depends on time.

5.0.5 Photons in a Gravitational Field

Consider a photon with energy Eγ = ~ω = 2π~ν propagating in the homo-
geneous gravitational field of the Earth. We assume that it moves a distance
h = hB − hA “upwards” where h is so small that the field can assumed to be
constant. The redshift is

z =
νA
νB
− 1 ≈ φ(rB)− φ(rA)

c2
=
g(hB − hA)

c2
=
gh

c2
. (5.14)

This leads to a change in the photon’s frequency which amounts to

∆ν = νB − νA ⇒ ∆ν

ν
≈ −gh

c2
(5.15)

with νA > νB ≡ ν. Thus the photon’s energy decreases by ∆Eγ = −Eγ
c2
gh

which is exactly the change in potential energy of a particle with mass
Eγ
c2

when
lifted by the same distance h.
Note that from a Newtonian point of view, this thought experiment leads to
contradictions because the photon would gain potential energy without losing
any other kind of energy.

This effect has been measured first in 1965 through the Mössbauer effect.
It has been observed that(

∆νexp.

∆νtheoretical

)
' 1.00± 0.01. (5.16)
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Part III

The Mathematical Language of
General Relativity

6 Geometrical Considerations

In general the coordinate dependence of gµν(x) can be interpreted in the sense
that space, defined by the line element ds2, is curved. The trajectories in a
gravitational field are the geodesics in the corresponding space.

6.1 Curvature of Space

The line element in an N -dimensional Riemann space with coordinates x =
(x1, ..., xN ) is given by

ds2 = gµν(x)dxµdxν (µ, ν = 1, ..., N). (6.1)

Let’s consider a two dimensional space, for example the Euclidean plane with
cartesian coordinates (x1, x2) = (x, y) and ds2 = dx2 + dy2. It can also be de-
scribed in terms of polar coordinates (x1, x2) = (ρ, ϕ) with ds2 = dρ2 + ρ2dϕ2.
The two line elements can be transformed into each other via a coordinate
transformation. Another example is the surface of a sphere with angular coor-
dinates (x1, x2) = (θ, ϕ) and ds2 = a2(dθ2 + sin2 θdϕ2), a being the radius of
the sphere. Note that there is no coordinate transformation which brings the
line element of the sphere to the form of the line element of a plane. Thus the
metric tensor determines the properties of the space (e.g. the curvature).
However, the form of the metric tensor is not uniquely determined by the space,
because it depends on the choice of coordinates.
Note that besides the curvature discussed here, there is also an exterior curva-
ture. We are only interested in intrinsic curvature.
If gik =const., then the space is not curved. In a Euclidean space one can
then introduce cartesian coordinates such that g′ik = δik. For curved spaces
gik 6=const.. But obviously the fact that gik 6=const. does not imply that the
space is curved (see, for example, the above examples).
For instance, by measuring the angles of a triangle, one can infer if the space
is curved or not. It is such properties which can be inferred without external
reference, which we call intrinsic.

7 Differentiable Manifolds

A manifold is a topological space which locally looks like Euclidean Rn. A
simple example is the sphere S2: On can set up local coordinates (θ, φ) which
map S2 locally to the plane. The local coordinates are called a chart and a
collection of charts is an atlas. There is no 1-1 map from S2 onto R2 - we need
several charts to cover S2. In general we have the
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Definition. Given a topological space M , a chart on M is a 1-1 map φ from
an open subset U ⊂M to an open subset φ(U) ⊂ Rn. A chart is often called a
coordinate system. A set of charts with domain Uα is called an atlas of M s.t.⋃
α Uα = M with a family of maps {φα|α ∈ I}. The dimension of the manifold

is n :=dim(M).
We will always assume that the maps φ are C∞-diffeomorphisms.

Definition. If (φ1, U1) and (φ2, U2) are two charts, then φ1 and φ2 are C∞-
related if both the transition function

φ2 ◦ φ−1
1 : φ1(U1 ∩ U2) ⊂ Rn −→ φ2(U1 ∩ U2) ⊂ Rn (7.1)

and its inverse are C∞, i.e. it is a diffeomorphism. A collection of C∞-related
charts such that every point of M lies in the domain of at least one chart form
an atlas. The collection of all such C∞-related charts forms a maximal atlas.
If M is a topological space and A its maximal atlas, then the pair (M,A) is
called a C∞-differentiable manifold.
(If for each φ in the atlas the map φ : U −→ Rn has the same n, then the
manifold has dimension n.)
Some notions:

• A differentiable function f : M −→ R belongs to the algebra F =
C∞(M). Sums and products of such functions are again in F .

• Fp denotes the algebra of C∞-functions defined in any neighbourhood of
p. In this algebra, f = g means f(q) = g(q) in some neighbourhood of p.

• A differentiable curve is a differentiable map γ : R −→M .

• A map F : M −→ M ′ is differentiable if φ2 ◦ F ◦ φ−1
1 is a differentiable

map for all suitable charts φ1 of M

7.1 Tangent Vectors and Tangent Spaces

At every point p of a differentiable manifold M one can introduce a linear space,
called the tangent space TpM . A tensor field is a (smooth) map which assigns
to each point p ∈M a tensor of a given type on TpM .

Definition. A C∞-curve in a manifold M is a map γ : I = (a, b) −→ M such
that for any chart φ, φ ◦ γ : I −→ Rn is a C∞-map.
Let f : M −→ R be a smooth function on M . Consider the map f ◦γ : I −→ R,
t 7→ f(γ(t)). This map has a well-defined derivative which is the rate of change
of f along the curve γ. Consider

f ◦ φ−1︸ ︷︷ ︸
Rn→R

◦ φ ◦ γ︸ ︷︷ ︸
I→Rn

(7.2)
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which allows for a derivative (chain rule!):

d

dt
(f ◦ γ) =

N∑
i=1

(
∂

∂xi
f(φ−1(xi))

)
dxi(γ(t))

dt
. (7.3)

Thus given a curve γ(t) and a function f we can obtain the rate of change of f
along γ(t) at t = t0: [

d

dt
(f ◦ γ)

]
t=t0

. (7.4)

Definition. The tangent vector γ̇p =
(
dγ
dt

)
p

to a curve γ(t) at a point p is a

map from the set of real functions f : U −→ R from a neighbourhood U of p
to R, defined by

γ̇p : f 7→
[
d

dt
(f ◦ γ)

]
p

= (f ◦ γ)·p = γ̇p(f). (7.5)

Given a chart φ with coordinates xi, the components of γ̇p with respect to the
chart are

(xi ◦ γ)·p =

[
d

dt
xi(γ(t))

]
t

. (7.6)

The set of all tangent vectors at p span the tangent space.

Theorem. If the dimension of M is n then TpM is a vector space of dimension
n.
We set γ(0) = p, Xp = γ̇p and Xpf = γ̇p(f). i.e.

Xpf = (f ◦ γ)·(0)

=
[
f ◦ φ−1 ◦ φ ◦ γ

]·
(0)

=

N∑
i=1

∂

∂xi
(f ◦ φ−1)(xi ◦ γ)·(0)

=

N∑
i=1

(
∂

∂xi
f(x)

)
(Xp(x

i))

=
N∑
i=1

(
∂

∂xi
f(xi)

)
(Xp(x

i)) (7.7)

where Xp(x
i) are the components of Xp with respect to the given basis. This

way we find

Xp =

N∑
i=1

(Xp(x
i))

(
∂

∂xi

)
p

(7.8)
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and so the
(
∂
∂xi

)
span TpM .

Suppose now that f, g are real functions on M and fg : M −→ R is defined
by fg(p) = f(p)g(p). If Xp ∈ TpM , then the Leibniz rule holds:

Xp(fg) = (Xpf)g(p) + f(p)(Xpg). (7.9)

We introduce the notation

(Xf)(p) ≡ Xpf. (7.10)

We can now introduce a basis of TpM . TpM has dimension n. In any basis
(e1, ..., en) we have

X = Xiei. (7.11)

A change of basis is given by

ēi = φi
kek, x̄i = φikx

k. (7.12)

In particular, ei = ∂
∂xi

is called the coordinate basis (with respect to a chart).
Upon change of chart x→ x̄ we have

φi
k =

∂xk

∂x̄i
, φik =

∂x̄i

∂xk
. (7.13)

7.2 The Cotangent Space T ∗pM (or dual space of TpM)

The dual space of TpM is the space of all covectors ω ∈ T ∗pM which are linear
forms ω : X 7→ ω(X) ≡ 〈ω,X〉 ∈ R.
In particular, we have that the differential df : X → Xf of functions f on M
is an element of T ∗p . The elements df = f,i dx

i =
(
∂
∂xi
f
)
dxi span all of T ∗p .

Definition. Consider a basis (e1, ..., en) of T ∗p . It is the called the dual basis
of a basis (e1, ...en) of Tp if

〈ei, X〉 = xi (7.14)

⇔ 〈ei, Xjej〉 = Xj 〈ei, ej〉︸ ︷︷ ︸
=δij

= Xi. (7.15)

For an arbitrary element ω = ωie
i of T ∗pM this means that ωi = 〈ω, ei〉. The

components ωi transform as the contravariant basis ei and the ei transform like
the Xi. In particular, we have for the coordinate basis ei = ∂

∂xi
, ei = dxi the

following usual contravariant and covariant transformation behaviour:

∂

∂x̄i
=
∂xk

∂x̄i
∂

∂xk
= φi

k ∂

∂xk
(7.16)

dx̄i =
∂x̄i

∂xk
dxk = φikdx

k. (7.17)
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7.3 Tensors on TpM

A tensor on Tp is a multilinear form on T ∗pM and TpM . For example, a tensor
T of type (1, 2) is a trilinear form T : T ∗pM × TpM × TpM → R. We introduce
the notation T ∈ ⊗1

2TpM .
The tensor product is defined between tensors of any type:

T = R⊗ S ⇒ T (ω,X, Y ) = R(ω,X) · S(Y ). (7.18)

Written in components, this reads

T (ei, ej , ek)︸ ︷︷ ︸
=:T ijk

ωiX
jY k︸ ︷︷ ︸

ei(ω)ej(X)ek(Y )

, (7.19)

hence

T = T ijkei ⊗ ej ⊗ ek. (7.20)

Any tensor of this type can therefore be obtained as a linear combination of
tensor products X ⊗ ω ⊗ ω′ with X ∈ TpM , ω, ω′ ∈ T ∗pM .
The generalization to tensors of type (p, q) is obvious.

If we perform a change of bases, our (1, 2)-tensor transforms as

T̄ ijk = Tαβγφ
i
αφj

βφk
γ . (7.21)

Note that any bilinear form b ∈ T ∗pM ⊗ TpM determines a linear form
l ∈ (TpM ⊗ T ∗pM)∗ via

l(X ⊗ ω) = b(X,ω). (7.22)

In particular, the trace trT is a linear form on tensors T of type (1, 1), defined
by

tr(X ⊗ ω) = 〈ω,X〉 (7.23)

⇔ trT = Tαα (w.r.t. dual pair of bases). (7.24)

Similarly, given a (p, q)-tensor, one can obtain a (p− 1, q − 1)-tensor by means
of contraction. For example,

T ijk −→ Sk = T iik. (7.25)

To summarize the last two sections, we have the following transformation be-
haviours for coordinate basis, dual basis, vector components and covector com-

32



ponents:5

∂

∂x̄i
=
∂xk

∂x̄i
∂

∂xk
, (7.27)

dx̄i =
∂x̄i

∂xk
dxk,

X̄i =
∂x̄i

∂xk
Xk,

ω̄i =
∂xk

∂x̄i
ωk. (7.28)

7.3.1 The Tangent Map

Definition. Let ϕ : M → M̄ be a differentiable map and let p ∈M , p̄ = ϕ(p).
Then ϕ induces a linear map (“pushforward“)

ϕ∗ : TpM → Tp̄M̄. (7.29)

We denote by F(M̄) the space of all smooth functions M → R. The pushfor-
ward can by characterized in two (equivalent) ways:

• ∀f̄ ∈ Fp(M̄) : (ϕ∗X)f̄ = X(f̄ ◦ ϕ)

• Choose a representative γ of X, i.e. X = γ̇p. Then γ̄ = ϕ ◦ γ is a
representative of ϕ∗X. This agrees with the first characterization since

d

dt
f̄(γ̄(t))

∣∣
t=0

=
d

dt
(f̄ ◦ ϕ)(γ(t))

∣∣
t=0

. (7.30)

With respect to bases (e1, ..., en) of TpM , (ē1, ..., ēn) of Tp̄M̄ the condition reads

X̄ = ϕ∗X with X̄i = (ϕ∗)
i
kX

k = 〈ēi, ϕ∗ek〉Xk (7.31)

or in case of coordinate bases:

(ϕ∗)
i
k =

∂x̄i

∂xk
. (7.32)

Definition. The adjoint map (”pullback“) ϕ∗ of ϕ∗ is defined as

ϕ∗ : T ∗p̄M −→ T ∗pM, (7.33)

ω̄ 7→ ϕ∗ω̄ (= ω in T ∗pM) (7.34)

with 〈ϕ∗ω̄,X〉 = 〈ω̄, ϕ∗X〉. (7.35)

5Note how this transformation behaviour makes the independence on coordinates explicit:
let, for example, X = Xi∂i be a vector field. Then

X̄ = X̄i ∂

∂x̄i
=
∂x̄i

∂xk
Xk ∂x

j

∂x̄i
∂

∂xj
= δjkX

k ∂

∂xj
= Xk ∂

∂xk
= X. (7.26)
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The same result is obtained from the definition

ϕ∗ : df̄ 7→ d(f̄ ◦ ϕ) for f̄ ∈ F(M̄). (7.36)

In components, ω = ϕ∗ω̄ reads

ωk = ω̄i(ϕ∗)
i
k. (7.37)

Consider (local) diffeomorphisms, i.e. differentiable maps ϕ such that ϕ−1

exists in a neighbourhood of p̄ and demand that dimM =dimM̄ and det
(
∂x̄i

∂xj

)
6=

0. Then ϕ∗ and ϕ∗ as defined above are invertible and may be extended to
tensors of arbitrary type. Again, we consider the example of a (1, 1)-tensor
where the generalization is straightforward. Then

(ϕ∗T )(ω̄, X̄) = T
(
ϕ∗ω̄︸︷︷︸
ω

, ϕ−1
∗ X̄︸ ︷︷ ︸
X

)
(7.38)

(ϕ∗T̄ )(ω,X) = T̄
(

(ϕ∗)−1ω︸ ︷︷ ︸
ω̄

, ϕ∗X︸︷︷︸
X̄

)
. (7.39)

Hence ϕ∗ and ϕ∗ are each others inverse and we have

ϕ∗(T ⊗ S) = (ϕ∗T )⊗ (ϕ∗S) (7.40)

tr(ϕ∗T ) = ϕ∗(trT ) (7.41)

and similar for ϕ∗. In components, T̄ = ϕ∗T reads in a coordinate basis

T̄ ik = Tαβ
∂x̄i

∂xα
∂x̄β

∂xk
. (7.42)

8 Vector and Tensor Fields

Definition. If to every point p of a differentiable manifold M a tangent vector
Xp ∈ TpM is assigned, then we call the map p 7→ Xp a vector field on M .
Given a coordinate system xi and an assigned basis

(
∂
∂xi

)
p

for every tangent

space TpM , X has components Xi
p where

Xp = Xi
p

(
∂

∂xi

)
p

and Xi
p = Xp(x

i). (8.1)

Eq. (7.13) shows how the components Xi
p transform under coordinate trans-

formations. Xf is called the derivative of f with respect to the vector field X.
The following rules apply:

• X(f + g) = Xf +Xg

• X(f · g) = (Xf)g + f(Xg) (Leibniz rule)

The vector fields on M form a linear space on which the following operations
are well defined:

34



• X 7→ fX (multiplication by f ∈ F)

• X,Y 7→ [X,Y ] = XY − Y X (commutator). Note that [X,Y ], in contrast
to XY , satisfies the Leibniz rule.
The components of the commutator of two vector fields X,Y relative to
a local coordinate basis can be obtained by its action on xi:

[X,Y ]j = (XY − Y X)xj . (8.2)

(8.3)

To evaluate this, we use that for X = Xi ∂
∂xi

, Y = Y k ∂
∂xk

, we have

Y xj = Y k ∂xj

∂xk
= Y kδjk = Y j and XY j = Xk ∂

∂xk
(Y j) = XkY j ,k which

implies

XY j − Y Xj = XkY j ,k−Y kXj ,k . (8.4)

Furthermore, in a local coordinate basis, the bracket [∂k, ∂j ] vanishes.
We note that this commutator satisfies the Jacobi identity:

[X, [Y, Z]] + [Y, [X,Z]] + [Z, [X,Y ]] = 0. (8.5)

Definition. Let TpM
r
s of tensorrs of rank (r, s) defined on TpM . A tensor

field of rank (r, s) is a map which assigns a tensor tp of rank (r, s) on TpM to
every point p ∈M .
Algebraic operations on tensor fields are defined pointwise. For instance, the
sum of two tensor fields is defined by

(t+ s)p = tp + sp for t, s ∈ TpM r
s . (8.6)

Tensor products and contractions of tensors are defined analogously. Tensor
fields can be multiplied with functions in a natural way: let f ∈ F(M), t ∈
TpM

r
s , then

(ft)p = f(p)tp. (8.7)

In a coordinate neighbourhood U with coordinates (x1, ..., xn) a tensor field can
be expanded in the form

t = ti1···ir j1···js

(
∂

∂xi1
⊗ · · · ⊗ ∂

∂xir

)
⊗
(
dxj1 ⊗ · · · ⊗ dxjs

)
. (8.8)

If we perform a coordinate transformation to (x̄1, ..., x̄n), the components of t
transform according to

t̄i1···ir j1···js = tk1···kr
l1···ls

∂x̄i1

∂xk1
· · · ∂x̄

ir

∂xkr
∂xl1

∂x̄j1
· · · ∂x

ls

∂x̄js
. (8.9)

A one-form is a covariant tensor of rank 1. So if ω is a 1-form, this means that
at every point p ∈M , ωp is a mapping TpM → R. Moreover to every basis {ei}
of TpM , there is a dual basis {ej} consisting of 1-forms, such that ej(ei) = δji .
The canonical example is, of course, ei = ∂i, e

j = dxj .
We denote by T rs (M) the set of all tensor fields of rank (r, s).
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Definition. A pseudo-Riemannian metric on a differentiable manifold M
is a tensor field g ∈ T 0

2 (M) having the following properties:

(i) g(X,Y ) = g(Y,X) ∀X,Y (8.10)

(ii) ∀p ∈M, gp is a non-degenerate bilinear form on TpM. (8.11)

i.e. gp(X,Y ) = 0 ∀X ∈ TpM ⇔ Y = 0. (8.12)

The tensor field g ∈ T 0
2 (M) is a (proper) Riemannian metric if gp is positive

definite at every point p ∈M .

Definition. A (pseudo-)Riemannian manifold is a differentiable manifold
M together with a (pseudo-)Riemannian metric.

8.1 Flows and Generating Vector Fields

A flow is a one-parameter group of diffeomorphisms, i.e.

ϕt : M −→M such that ϕt ◦ ϕs = ϕt+s. (8.13)

In particular ϕ0 =id. Moreover, the orbits (or integral curves) of any point
p ∈M , given by

t 7→ ϕt(p) ≡ γ(t), (8.14)

shall be differentiable.
A flow determines a vector field X via

Xf =
d

dt
(f ◦ ϕt)

∣∣
t=0

. (8.15)

i.e. Xp =
d

dt
γ(t)

∣∣
t=0

= γ̇(0). (8.16)

At the point γ(t) we have

γ̇(t) =
d

dt
ϕt(p) =

d

ds
(ϕs ◦ ϕt)(p)

∣∣
s=0

= Xϕt(p), (8.17)

hence γ(t) solves the ordinary differential equation

γ̇(t) = Xγ(t), γ(0) = p. (8.18)

The generating vector field determines the flow uniquely due to the Picard-
Lindelöf-theorem.

9 The Lie Derivative

In order to define the derivative of a vector field V , we need to have a method to
compare Vp and Vp′ at nearby points p, p′ ∈M . Since Vp and Vp′ live in different
spaces, their difference can not be taken unless Vp′ has been transported to TpM
in a consistent way. This can be achieved by means of the tangent map ϕ∗ (Lie
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transport).
The Lie derivative LXR of a tensor field R in direction of the vector field X
is defined by

LXR =
d

dt
ϕ∗tR

∣∣
t=0

(9.1)

or more explicitly:

(LXR)p =
d

dt
ϕ∗tRϕt(p)

∣∣
t=0

. (9.2)

Here, ϕt is the (local) flow generated by X, hence ϕ∗tRϕt(p) is a tensor on Tp
depending on t. The Lie derivative provides us with a generalization of the
directional derivative: it compares the tensor R at a point with the same tensor
at an infinitesimally close point in the direction of X; so it is a measure of how
R changes if one moves in the direction of the given vector field X.6

In order to express LX in components we write ϕt in a chart, ϕt : x 7→ x̄(t) and
linearize for small t:

x̄i = xi + tXi(x) +O(t2), xi = x̄i − tXi(x̄) +O(t2). (9.4)

Therefore

∂2x̄i

∂xk∂t
= − ∂2xi

∂x̄k∂t
= Xi

,k (9.5)

at t = 0. As an example, let R be of type (1, 1). According to Eq. (7.42) we
have

(ϕ∗tR)ij(x) = Rαβ(x̄)
∂xi

∂x̄α
∂x̄β

∂xj
. (9.6)

Taking a derivative with respect to t and t = 0 yields

(LXR)ij = Rij,kX
k −RαjXi,α +RiβX

β,j . (9.7)

The first term can be computed using

∂

∂x̄k
Rαβ(x̄)

∂x̄k

∂t

∂xi

∂x̄α
∂x̄β

∂xj
∣∣
t=0

. (9.8)

The Lie derivative enjoys the following properties:

• LX maps tensor fields to tensor fields of the same type linearly.

6 Remember the directional derivative in a flat, Euclidean geometry: denote by γ(λ) a
path in Rn. Then the directional derivative of a scalar function f(x) in the direction of γ at
the point p = γ(0) is

∇γfp =
d

dλ
f(γ(λ))

∣∣∣∣
λ=0

= γ̇(0) ·∇f(p). (9.3)

The Lie derivative is obviously a generalization of this. We only need to pay attention that
(in contrast to the Euclidean case) tangent spaces at different points cannot be compared, so
that vectors in different tangent spaces have to all be transported to the same tangent space.
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• LX(trT ) = tr(LXT ).

• LX(T ⊗ S) = (LXT )⊗ S + T ⊗ (LXS).

• LXf = Xf for f ∈ F(M).

• LXY = [X,Y ] for any vectorfield Y .

The first point follows from (9.1), the second and third property are due to
(7.41) and the fourth property follows from (8.15). The last point is a bit more
involved.

The following properties of LX are also important: If X,Y are vector fields
and λ ∈ R, then

• LX+Y = LX + LY and LλX = λLX .

• L[X,Y ] = [LX , LY ] = LX ◦ LY − LY ◦ LX which can easily be verified by
applying the expression to a function f ∈ F(M):

[LX , LY ]f = XY f − Y Xf = [X,Y ]f = L[X,Y ]f. (9.9)

which is due to

LX(Y ⊗ f) = (LXY )f + Y LXf = [X,Y ]f + Y Xf = XY f = LX(Y f)
(9.10)

(note that (LXY )f 6= LX(Y f)). Now we can apply the commutator to
vector fields using the Jacobi identity:

[LX , LY ]Z = [X, [Y, Z]]− [Y, [X,Z]] = [[X,Y ], Z] (9.11)

which proves the property.

If [X,Y ] = 0], then LXLY = LY LX and for the two flows φ, ψ generated
by X and Y we have

φs ◦ ψt = ψt ◦ φs. (9.12)

10 Differential Forms

Definition. A p-form Ω is a totally antisymmetric tensor field of type (0, p)
with the property that

Ω(Xπ(1), ..., Xπ(p)) = (sign(π))Ω(X1, ..., Xp) (10.1)

for any permutation π of {1, ..., p}. Note that a p-form with p >dim(M) van-
ishes identically.
Any tensor field of type (0, p) can be antisymmetrized by means of the operator
A:

(AT )(X1, ..., Xp) =
1

p!

∑
π∈Sp

T (Xπ(1), ..., Xπ(p)). (10.2)
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Obviously, we have the property that A2 = A.
The exterior product of a p1-form Ω1 with a p2-form Ω2 is the (p1 + p2)-

form

Ω1 ∧ Ω2 =
(p1 + p2)!

p1!p2!
A(Ω1 ⊗ Ω2). (10.3)

As an example consider the exterior product of two 1-forms ω1 and ω2:

ω1 ∧ ω2 = ω1 ⊗ ω2 − ω2 ⊗ ω1. (10.4)

If we have n 1-forms, the corresponding antisymmetrization reads

ω1 ∧ ... ∧ ωn =
∑
π∈Sn

sgn(π) ωπ(1) ⊗ ...⊗ ωπ(n). (10.5)

The exterior product has the following properties:

• Ω1 ∧ Ω2 = (−1)p1p2Ω2 ∧ Ω1

• Ω1 ∧ (Ω2 ∧ Ω3) = (Ω1 ∧ Ω2) ∧ Ω3 = (p1+p2+p3)!
p1!p2!p3! A(Ω1 ⊗ Ω2 ⊗ Ω3)

• We can write the components of a p-form in a (local) basis of 1-forms
(e1, ..., en):

Ω = Ωi1···ipe
i1 ⊗ · · · ⊗ eip = AΩ

= Ωi1···ipA(ei1 ⊗ · · · ⊗ eip)

= Ωi1···ip
1

p!
ei1 ∧ . . . ∧ eip (10.6)

A covariant tensor of rank p which is antisymmetric under exchange of any pair

of indices (i.e. a p-form) in n dimensions has

(
n
p

)
independent components.

Consider some examples:

• Vector fields A, B are 1-forms. We have

(A ∧B)ik = AiBk −AkBi = (−1)(B ∧A)ik (10.7)

• Consider the following example, involving a 2-form A and a 1-form B:

(A ∧B)ikl = AikBl +AklBi +AliBk (10.8)

which is due to

A ∧B =
(1 + 2)!

1!2!
A(A⊗B)

= 3(AikBl)
1

3!
ei ∧ ek ∧ el

=
1

2
(AjkBl)e

i ∧ ek ∧ el

=
1

2

1

3
(AikBl + cyclic permutations)ei ∧ ek ∧ el

= (AikBl + cyclic permutations)
1

3!
ei ∧ ek ∧ el. (10.9)
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10.1 Exterior Derivative of a Differential Form

The derivative df of a 0-form f ∈ F is the 1-form df(X) = Xf : the argument
X (X being a vector) acts as a derivative. In local coordinates, we can write
this as

df =
∂f

∂xi
dxi. (10.10)

Exterior differentiation is effected by an operator d applied to forms. It converts
a p-form into a (p+1)-form (if d acts as a derivative, it is clear, that this has to
be so: it should somehow tell how the p-form changes in the direction of some
vector, so the resulting object depends on p + 1 vectos). The derivative dΩ of
a 1-form Ω is given by

dΩ(X1, X2) := X1Ω(X2)−X2Ω(X1)− Ω([X1, X2]) (10.11)

which is obviously antisymmetric. We can verify that this is indeed a 2-form
since

X1Ω(X2) = X1〈Ω, X2〉︸ ︷︷ ︸
a 1-form

= Xi
1

∂

∂xi
(ΩkX

k
2 )

= Xi
1Ωk,1X

k
2 +Xi

1ΩkX
k
2,i (10.12)

−X2Ω(X1) = −Xk
2 Ωi,kX

i
1 −Xk

2 ΩiX
i
1,k (10.13)

Ω([X1, X2]) = 〈Ω, X1X2 −X2 −X1〉
= Ωi(X1X2 −X2X1)i

= Ωi(X
k
1X

i
2,k −Xk

2X
i
1,k) (10.14)

and therefore

dΩ(X1, X2) = (Ωk,i − Ωi,k)X
i
1X

k
2 . (10.15)

This is manifestly a 2-form!
One can easily verify that

dΩ(fX1, X2) = fdΩ(X1, X2). (10.16)

Furthermore,

Ω ∧ f = fΩ (10.17)

since f is a 0-form.
We have a product rule for the exterior derivative:

d(Ω ∧ f) = dΩ ∧ f − Ω ∧ df (10.18)
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which can be verified easily using Eq. (10.2):

d(fΩ)(X1, X2) = d(Ω ∧ f)(X1, X2) = X1(fΩ)(X2)

= X1(fΩ)(X2)−X2(fΩ)(X1)− (fΩ)([X1, X2]). (10.19)

X1(fΩ)(X2) = Xi
1

∂

∂xi
(fΩkX

k
2 )

= fXi
1

∂

∂xi
(ΩkX

k
2 )︸ ︷︷ ︸

=fX1Ω(X2)

+Xi
1

∂f

∂xi
ΩkX

k︸ ︷︷ ︸
=df(X1)Ω(X2)

= fdΩ(X1, X2)︸ ︷︷ ︸
=dΩ∧f

+ Ω(X2)df(X1)− Ω(X1)df(X2)︸ ︷︷ ︸
−Ω∧df

(10.20)

Moreover, we have that d2f = 0 since

d2f(X1, X2) = X1df(X2)−X2df(X1)− df([X1, X2])

= X1X2f −X2X1f − [X1, X2]f

= 0. (10.21)

We can generalize the exterior derivative to the case of p-forms Ω in the
following way:

dΩ(X1, ..., Xp+1) =

p+1∑
i=1

(−1)i+jΩ(X1, ..., X̂i, ..., Xp+1)

+
∑
i<j

(−1)i+jΩ([Xi, Xj ], , X1, ..., X̂i, ..., X̂j , ..., Xp+1).

(10.22)

One can show that the following properties hold:

• d is a linear map which maps p-forms to (p+ 1)-forms.

• d(Ω1 ∧ Ω2) = dΩ1 ∧ Ω2 + (−1)p1Ω1 ∧ dΩ2.

• d2 = 0, i.e. d(dΩ) = 0.

• df(X) = Xf for all f ∈ F .

Note that these properties can also be used as the definition of the exterior
derivative.

By means of Eq. (10.6), we have with respect to a coordinate basis

Ω =
1

p!
Ωi1···ipdx

i1 ∧ . . . ∧ dxip . (10.23)
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Thus, using that ddxip = 0, we find

dΩ =
1

p!
dΩi1···ip ∧ dxi1 ∧ . . . ∧ dxin (10.24)

⇒ p! dΩ = Ωi1···ip,i0dx
i0 ∧ dxi1 ∧ . . . ∧ dxip

= −Ωi0,i2,...,ip,i1dx
i0 ∧ . . . ∧ dxip

= (−1)kΩi0···̂ik···ip,ikdx
i0 ∧ . . . ∧ dxip (k = 0, ..., p)

=
1

p+ 1

p∑
k=0

(−1)kΩi0···̂ik···ip,ikdx
i0 ∧ . . . ∧ dxip (10.25)

⇒ dΩ =
1

(p+ 1)!
(dΩ)i0···ip . (10.26)

For example, consider a 1-form Ω. Then

(dΩ)ik = Ωk,i − Ωi,k. (10.27)

If, on the other hand, Ω is a 2-form, we have that

(dΩ)ikl = Ωik,l + Ωkl,i + Ωli,k. (10.28)

Consider a map ϕ : M → M̄ and ϕ∗ : T ∗p̄ M̄ → T ∗pM . Then one can prove
that

ϕ∗ ◦ d = d ◦ ϕ∗. (10.29)

The proof rests on the observation that according to (10.23), (10.26) it suffices
to show the equality for 0-forms and 1-forms. For 0-forms, (10.29) is equivalent
to (7.36). For 1-forms, i.e. differentials df̄ , we have

(ϕ∗ ◦ d)(df̄) = 0

(d ◦ ϕ∗)(df̄) = d(ϕ∗ ◦ df̄) = d(d(f̄ ◦ ϕ)) = d2(f̄ ◦ f) = 0.

Setting ϕ = ϕt (the flow generated by X) and taking the time derivative of
(9.1) at t = 0, one obtains the infinitesimal version of (10.29):

LX ◦ d = d ◦ LX (10.30)

(because LXR = d
dtϕ
∗
tR
∣∣
t=0

.)

Definition. A p-form ω is called

exact if ω = dη

closed if dω = 0.

Note that every exact p-form is closed (since d2η = 0). Under the assumptions
of the Poincare lemma, the converse is true, as well.
Note that η is not unique: A ”gauge transformation“ η → η + dρ leaves dη
invariant for any (p− 2)-form ρ.
In three dimensional vector analysis, these results take the familiar form div(grad(f)) =
0 and div(rot(K)) = 0.
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10.2 The Integral of an n-Form

Assume that M is orientable, i.e. there exists an atlas of ”positively oriented“

charts with det
(
∂x̄i

∂xj

)
> 0 for any change of coordinates. An n-form

ω = ωi1···in
1

n!
dxi1 ∧ . . . ∧ dxin

= ω1···n︸ ︷︷ ︸
≡ω(x)

dx1 ∧ . . . ∧ dxn (10.31)

transforms under a change of coordinates as

ω̄(x̄) = ω̄1···n

= ωi1···in
∂xi1

∂x̄1
· · · ∂x

in

∂x̄n

= ω(x)det

(
∂xi

∂x̄j

)
. (10.32)

The integral of ω over M is defined as∫
M
ω =

∫
U
dx1 · · · dxnω(x1, ..., xn) (10.33)

for some chart U which contains the support of ω. This definition is independent
of the choice of coordinates since∫

dx̄1 · · · dx̄nω̄(x̄) =

∫
dx1 · · · dxnω(x)

∣∣det

(
∂xi

∂x̄j

) ∣∣ (10.34)

If there is no single chart U which covers all of M , one has to introduce different
charts which cover M in such a way that in overlapping patches the coordinates
of one chart can be expressed in a smooth one-to-one way as functions of the
coordinates of the other patch. This requires that M is orientable. The integral
over a p-form over the overlap region of two patches can then be evaluated
using either coordinate system (because of the coordinate-independence of the
integral).

10.2.1 Stoke’s Theorem

Let D be a region in an n-dimensional differentiable manifold M . The boundary
∂D consists of those p ∈ D whose image x in some chart satisfies x1 = 0.
One can show that ∂D is a closed (n − 1)-dimensional submanifold of M . If
M is orientable, also ∂D is orientable. D shall have a smooth boundary and D̄
shall be compact. Then, for every (n− 1)-form we have∫

D
dω =

∫
∂D

ω. (10.35)
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10.3 The Inner Product of a p-Form

Let X be a vector field on M . For any p-form Ω let

(iXΩ)(X1, ..., Xp−1) := Ω(X,X1, ..., Xp−1) (10.36)

which vanishes if p = 0. The map iX has the following properties:

• iX maps p-forms to (p− 1)-forms.

• iX(Ω1 ∧ Ω2) = iX(Ω1) ∧ Ω2 + (−1)p1Ω1 ∧ (iXΩ2).

• i2X = 0.

• iXdf = Xf for all f ∈ F(M).

• LX = iX ◦ d+ d ◦ iX
(proof: in case of 0-forms, we have LXf = Xf and iX ◦ df + d ◦ iXf =
iXdf = Xf which is the same. In case of 1-forms df , we find iX ◦ ddf +
d ◦ iXdf = d(Xf) and LXdf = d(LXf) = d(Xf) which is also the same.)

10.3.1 Application: Gauss’ Theorem

Let X be a vector field and let η be a volume form (i.e. an n-form with
ηp 6= 0 ∀p ∈ M where n =dim(M)). Then d(iXη) is an n-form and a function
(divηX) ∈ F(M) is defined through

(divηX)η = d(iXη). (10.37)

Note that dη = 0, thus LX = iX ◦ d+ d ◦ iX applied to η yields

LXη = iX ◦ dη + d(iXη) = d(iXη). (10.38)

We can apply Stoke’s theorem: d(iXη) is an n-form, hence iXη is an (n−1)-form
and we find Gauss Theorem:∫

D
d(iXη) =

∫
∂D

iXη =

∫
(divηX)η. (10.39)

The standard volume form η is given by7

η =
√
|g|dx1 ∧ . . . ∧ dxn. (10.41)

7We can convince ourselves that
√
|g| is the correct factor in front of dx1 ∧ . . . ∧ dxn:

because dx1 ∧ . . . ∧ dxn is the only n-form up to a multiplicative factor, we need to find the
correct prefactor, so that we obtain a tensorial quantity. Under coordinate transformations,
Ω = e1 ∧ ... ∧ en transforms as follows:

Ω̄ = ē1 ∧ ... ∧ ēn

= φ1
k1 · · ·φ

n
kn e

k1 ∧ ... ∧ ekn

= φ1
k1 · · ·φ

n
kn sgn(det(φ))εk1···kn e1 ∧ ... ∧ en

= det(φ)Ω. (10.40)
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If we express divηX in local coordinates,

η = a(x)dx1 ∧ . . . ∧ dxn, (10.42)

we find

LXη = (Xa)dx1 ∧ . . . ∧ dxn + a

n∑
i=1

dx1 ∧ . . . ∧ d(Xxi) ∧ . . . ∧ dxn (10.43)

since (divηX)η = LXη. Note that

d(Xxi) = d

(
Xk ∂x

i

∂xk

)
= dXi(x)

= Xi
,jdx

j (10.44)

but dx1 ∧ . . . ∧ dxj ∧ . . . ∧ dxk 6= 0 only if j = i. Therefore

LXη = Xadx1 ∧ . . . ∧ dxn + a
n∑
i=1

Xi
,idx

1 ∧ . . . ∧ dxn

=
(
Xia,i + aXi

,i

)
· η

a(x)

= divηX · η =
1

a

(
aXi

)
,i
η (10.45)

which is a reminiscent of 1√
|g|

(√
|g| ∂

∂xi

)
,i
.

11 Affine Connections

11.1 The Covariant Derivative of a Vector Field

Definition. An affine (linear) connection or covariant differentiation on
a manifold M is a mapping ∇ which assigns to every pair X,Y of C∞-vector
fields on M another C∞-vector field ∇XY with the following properties:

• ∇XY is bilinear in X and Y

• If f ∈ F(M), then

∇fXY = f∇XY
and ∇X(fY ) = f∇XY +X(f)Y (11.1)

We expect that this covariant derivative provides us with a measure of how the
vector field Y changes when we move in the direction of X.8

8At first sight the asymmetry in the C∞-linearity in the two arguments may seem strange.
But actually it is clear, that if X is rescaled by a function f , then this kind of ”directional
derivative“ has to rescale as a whole because it actually depends only on the direction, not on
the magnitude of X and also it depends only on Xp. The vector Y , on the other hand, is the
one whose rate of change we are interested in. So if we multiply Y by a function f , then the
derivative of f has to play a role, of course.
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Lemma. Let X, Y be two vector fields. If X vanishes at p, then ∇XY vanishes,
as well.

Proof. Let U be a coordinate neighbourhood of p. On U , we have the repre-
sentation X = ξi ∂

∂xi
with ξi(p) = 0. Thus

(∇XY )p = ∇ξi ∂

∂xi
Y = ξi(p)

[
∇ ∂

∂xi
Y
]
p

= 0. (11.2)

Definition. Let (x1, ..., xn) be a chart for U ⊂M . Set

∇ ∂

∂xi

(
∂

∂xj

)
:= Γkij

∂

∂xk
(11.3)

with n3 functions Γkij ∈ F(M) which are called the Christoffel symbols or
Connection coefficients of the connection ∇ in a given chart.

Note that for a pseudo-Riemannian manifold the corresponding connection
coefficients are given by (??) or (4.14).
The Christoffel symbols are not tensors:

∇ ∂
∂x̄a

(
∂

∂x̄b

)
= Γ̄cab

∂xk

∂x̄c
∂

∂xk
(11.4)

where (by means of Eq. (11.1))

∇ ∂
∂x̄a

(
∂

∂x̄b

)
= ∇( ∂xi

∂x̄a
∂

∂xi

)(∂xj
∂x̄b

∂

∂xj

)
=
∂xi

∂x̄a

[
∂xj

∂x̄b
Γkij

∂

∂xk
+

∂

∂xi

(
∂xj

∂x̄b

)
∂

∂xj

]
=
∂xi

∂x̄a
∂xj

∂x̄b
Γkij

∂

∂xk
+

∂2xj

∂x̄a∂x̄b
∂

∂xj
(11.5)

(11.6)

hence

Γ̄cab =
∂xi

∂x̄a
∂xj

∂x̄b
∂x̄c

∂xk
Γkij +

∂x̄c

∂xk
∂2xk

∂x̄a∂x̄b
. (11.7)

If for every chart there exist n3 functions Γkij which transform according
to (11.7) under a change of coordinates, then one can show that there exists a
unique affine connection ∇ on M which satisfies (11.4).

Definition. For every vector field X we can introduce the (1, 1)-tensor ∇X
defined by

∇X(Y, ω) := 〈ω,∇YX〉. (11.8)
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We call ∇X the covariant derivative of X. This is motivated by the fact,
that a covariantly differentiated vector field still transforms as a tensor.
In a specific chart (x1, ..., xn) let X = ξi∂i and ∇X = ξi;jdx

j ⊗ ∂i with

ξi;j = ∇X(∂j , dx
i)

= 〈dxi,∇∂j (ξ
i∂i)〉

= 〈dxi, ξk,j ∂k + ξkΓδjk∂δ〉
= ξi,j + Γijkξ

k. (11.9)

The semicolon in expressions like ξi;j denotes the covariant derivative which
consits of the ”usual“ derivative plus additional terms that vanish in Euclidean
or Minkowski space. The first term in Eq. (11.9) describes the usual derivative
in the coordinate chart. But since the coordinate chart is flat whereas the un-
derlying manifold may be curved, there is the second term. It’s meaning can be
understood as follows: if a vector is parallel transported along an infinitesimal
path in the manifold, the projection of this transport to the coordinate chart
does not have to look very ”parallel“. One has to add some correction to the
Euclidean parallel transport in order to get the vector which really corresponds
to the transported one. This correction is just the term proportional to Γijk.
If the manifold itself is flat, this term vanishes.

11.2 Parallel Transport along a Curve

Definition. Let γ : I → M be a curve in M with velocity field γ̇(t), and let
X be a vector field on some open neighbourhood of γ(I). X is said to be
autoparallel along γ if

∇γ̇X = 0 (11.10)

along γ. The vector ∇γ̇X is sometimes denoted as DX
dt or ∇Xdt .

In terms of coordinates, we have X = ξi∂i and γ̇ = dxi

dt ∂i. With Eqs. (11.1)
and (11.3), we find

∇γ̇X = ∇( dxi
dt
∂i

)(ξk∂k)

=
dxi

dt
∇∂i(ξ

k∂k)

=
dxi

dt

[
ξkΓj ik∂j + ∂iξ

k∂k

]
=
dxi

dt

[
ξjΓkij∂k + ∂iξ

k∂k

]
=

[
dξk

dt
+ Γkij

dxi

dt
ξj
]
∂k (11.11)

where we used dxi

dt
∂ξk

∂xi
= dξk

dt .
This shows that ∇γ̇X only depends on the values of X along γ.
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In coordinates, we can write (11.10) as

dξk

dt
+ Γkij

dxi

dt
ξj = 0. (11.12)

For a curve γ and any two points γ(s) and γ(t) on γ consider the mapping

τt,s : Tγ(s)M −→ Tγ(t)M (11.13)

which transforms a vector v at γ(s) into the parallel transported vector v(t) at
γ(t). The mapping τs,t is the parallel transport along γ from γ(s) to γ(t).
The parallel transported vector field v(t) is defined by the property

∇γ̇(t)v(t) = ∇γ̇(t)(τt,sv) = 0. (11.14)

We have τs,s = 1 and τt,s ◦ τs,r = τt,r.
We can now give a geometrical interpretation of the covariant derivative that
will be generalized to tensors. To this end, let X be a vector field along γ. We
then have

∇γ̇X(γ(t)) =
d

ds

∣∣
s=t
τs,tX(γ(s)). (11.15)

Proof. We work in a chart. By construction, v(t) = τs,tv(s) with v(s) ∈ Tγ(s)M
and, due to (11.11)

v̇i + Γikj ẋ
kvj = 0. (11.16)

If we write (τs,tv(s))i = (τs,t)
i
jv
j(s) = vi(t) with τs,t = (τt,s)

−1 and τs,s = 1 we
find

v̇i(s) =
d

dt

∣∣∣∣
t=s

vi(t)

=
d

dt

∣∣
t=s

[
(τs,t)

i
jv
j(s)

]
=

(
d

dt

∣∣∣∣
t=s

(τs,t)
i
j

)
vj(s)

!
= −Γikj ẋ

kvj(s) (11.17)

and thus

d

dt

∣∣∣∣
t=s

(τs,t)
i
j = −Γikj ẋ

k. (11.18)

Since τs,t = (τt,s)
−1, we have

d

ds

∣∣∣∣
s=t

(τs,t)
i
j = − d

dt

∣∣∣∣
s=t

(τs,t)
i
j

= Γikj ẋ
k. (11.19)
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This yields

d

ds

∣∣∣∣
s=t

[τs,tX(γ(s))]i =

(
d

ds

∣∣∣∣
s=t

τs,t

)i
j

Xj +
d

ds

∣∣∣∣
s=t

Xi(γ(s))

= Γikj ẋ
kXj +Xi

,j
dxj(γ(s))

ds

∣∣∣∣
s=t

(11.20)

which is again (11.11).

Definition. If∇XY = 0 then Y is said to be parallel transported with respect
to X.

We can now give a geometrical interpretation to the previous considerations.
Consider the differential dAi = Ai,jdx

j = Ai(x + dx) − Ai(x). In general, we
cannot compare Ai at the two different points x+ dx and x because Ai(x+ dx)
and Ai(x) live in different spaces. In order that the difference of two vectors
be again a vector, we have to compare them in the same tangent space. The
transport has to be chosen such that for cartesian coordinates the vector doesn’t
change when it is transported. The covariant derivative exactly achieves this.

Definition. Let X be a vector field such that ∇XX = 0. Then the integral
curves of X are called geodesics. In local coordinates xi, the curve is thus
meant to satisfy

d

dt
xi(t) = Xi(x(t)) (11.21)

where we made use of Eqs. (7.6) and (8.18). Inserting this into (11.11) and

using d2xi

dt2
= dXi

dt , we infer that

ẍk + Γkij ẋ
iẋj = 0. (11.22)

11.2.1 Roundtrip by Parallel Transport

Considering Eq. (11.11) and denoting ξi = vi, we find

v̇i = −Γikj ẋ
kvj . (11.23)

Let γ : [0, 1] → M be a closed path with γ(0) = γ(1) = p. Displace a vector
v0 ∈ TpM parallel along γ. This yields the parallel transported vector field

v(t) = τt,0v0 ∈ Tγ(t)M. (11.24)

We assume the closed path to be sufficiently small such that the relevant region
can be covered by a single chart. We can then expand Γijk(x) around the point
x(0) = x0 on the curve:

Γikj(x) ' Γikj(x0) + (xρ − xρ0)
∂

∂xρ
Γikj(x)

∣∣
x=x0

+ ... (11.25)
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To first order in (xρ − xρ0) we have (due to (11.23))∫ t

0
v̇idt′ = vi(t)− vi0

= −
∫ t

0
Γikj(x0) vj︸︷︷︸

'vj0

ẋkdt′

= −Γikj(x0)vj0

∫ t

0
ẋkdt′

= −Γikj(x0)vj0(xk(t)− xk0) (11.26)

⇒ vi(t) ' vi0 − Γikj(x0)(xk(t)− xk0)vj0 + ... (11.27)

Using Eqs. (11.25) and (11.27) and plugging them into (11.23), we obtain an
equation valid to second order:∫ 1

0
v̇idt︸ ︷︷ ︸

=vi(1)−vi0

= −
∫ 1

0
Γikj(x)ẋkvjdt

' −
∫ 1

0

(
Γikj(x0) + (xρ − xρ0)

∂

∂xρ
Γikj + ...

)(
vj0 − Γj

k̃j̃
(x0)(xk̃ − xk̃0)vj̃0 + ...

)
ẋkdt.

(11.28)

Multiplying out and discarding terms of third order (or higher) in (xk − xk0),
we get

vi(1) ' vi0 − Γikj(x0)vj0

∫ 1

0
ẋkdt−

(
∂

∂xρ
Γikj − Γikj̃(x0)Γj̃ ρj(x0)

)
vj0

∫ 1

0
(xρ − xρ0)ẋkdt.

(11.29)

Since the path is closed, the second term vanishes due to
∫ 1

0 ẋ
kdt = 0. We

conclude that

∆vi = vi(1)− vi0

= −
(

∂

∂xρ
Γikj(x0)− Γikl(x0)Γlρj(x0)

)
vj0

∫ 1

0
xρẋkdt (11.30)

where ∮ 1

0
xρẋkdt =

∮ 1

0

d

dt
(xρxk)dt−

∮ 1

0
ẋρxkdt = −

∮ 1

0
xkẋρdt (11.31)

is antisymmetric in the indices ρ and j which implies that

∆vi = −1

2

(
∂

∂xρ
Γikj(x0)− ΓiklΓ

l
ρj −

∂

∂xk
Γiρj + ΓiρlΓ

l
kj

)
vi0

∮ 1

0
xρẋkdt

=:
1

2
Rijkρ(x0)vj0

∮ 1

0
xρẋkdt (11.32)
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with the curvature tensor

Rijkρ(x0) =
∂

∂xk
Γiρj −

∂

∂xρ
Γikj + ΓlρjΓ

i
kl − ΓlkjΓ

i
ρl. (11.33)

Therefore an arbitrary vector vi will not change when parallel transported
around an arbitrarily small closed curve at x0 if and only if Rijkρ = 0.

11.3 Covariant Derivative of Tensor Fields

The parallel transport is extended to tensors by means of the following require-
ments:

• τt,s(T ⊗ S) = (τt,sT )⊗ (τt,sS),

• τt,s tr(T ) = tr(τt,sT ),

• τt,sc = c for c ∈ R.

For example, for a covector ω and a vector X, we have

〈τt,sω, τt,sX〉 = 〈ω,X〉γ(t) (11.34)

and for a tensor of type (1,1):

τt,sT (τs,tω, τs,tX) = T (ω,X) (11.35)

which reads as follows in components:

(τt,sT )ik = Tαβ(τt,s)
i
α(τt,s)

β
k (11.36)

(note that τki is the transposed inverse of τ ik).

Definition. The covariant derivative ∇XT of a tensor field T with respect to
a vector field X associated to τ is

(∇XT )p =
d

dt
τ0,tTγ(t)

∣∣
t=0

(11.37)

where γ(t) is any curve satisfying γ(0) = p and γ̇(0) = Xp.
Some properties of the covariant derivative:

• ∇X is a linear map from tensor fields to tensor fields of the same type
(r, s),

• ∇Xf = Xf ,

• ∇X(trT ) = tr(∇XT ),

• ∇X(T ⊗ S) = (∇XT )⊗ S + T ⊗∇XS.

51



We conclude that for a 1-form ω we have

(∇Xω)(Y ) = tr (∇Xω ⊗ Y )

= tr∇X (ω ⊗ Y )− tr(ω ⊗∇XY )

= ∇Xtr(ω ⊗ Y )− ω(∇XY )

= Xω(Y )− ω(∇XY ). (11.38)

The general rule for differentiation for a tensor field of type (1, 1) reads

(∇XT )(ω, Y ) = XT (ω, Y )− T (∇Xω, Y )− T (ω,∇XY ). (11.39)

Due to the above properties of ∇X , the covariant derivative is completely de-
termined by its action on vector fields Y which are the affine connections (c.f.
Eqs. (11.1) and (11.3)).

11.3.1 Local Coordinate Expressions for the Covariant Derivative

Let T ∈ T qp (U) where U is a chart described by local coordinates (x1, ..., xn),
i.e.

T i1···ipj1···jq∂i1 ⊗ · · · ⊗ ∂ip ⊗ dxj1 ⊗ · · · ⊗ dxjq . (11.40)

We can therefore compute

XT i1···ipj1···jq = XkT i1···ipj1···jq ,k. (11.41)

Using Eq. (11.3), we find

∇X(∂i) = Xk∇∂k∂i
= XkΓlki∂l. (11.42)

(∇Xdxj)(∂i) = X 〈dxj , ∂i〉︸ ︷︷ ︸
=0

−〈dxj ,∇X∂i〉

= −XkΓjki (11.43)

where we used (11.38) to obtain the second expression. We can write the second
expression as

∇Xdxj = −XkΓjkidx
i. (11.44)

Using Eqs. (11.41), (11.42), (11.44) for ωj = dxj , Yi = ∂i, we obtain

T i1···ipj1···jq ;k = T i1···ipj1···jq ,k + Γi1klT
li2···ip

j1···jq + . . .+ ΓipklT
i1···ip−1l

j1···jq

− Γlkj1T
i1···ip

lj2···jk − . . .− ΓlkjqT
i1···ip

j1···jq−1l.
(11.45)

For example, we find for contravariant and covariant vector fields:

ξi;k = ξi,k + Γiklξ
l (11.46)

ηi;k = ηi,k − Γlkiηl. (11.47)
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For the Kronecker tensor, we find

δij;k = 0. (11.48)

Similarly for a (1, 1) tensor:

T ik;r = T ik,r + ΓirlT
l
k − ΓlrkT

i
l. (11.49)

Consider the covariant derivative of the metric gµν :

gµν;λ =
∂gµν
∂xλ

− Γρλµgρν − Γρλνgρµ = 0 (11.50)

where the last step can easily be verifed by inserting the expressions given by
(4.14) for Γρλµ.

So our ”receipt“ to make special-relativistic equations that hold in the ab-
sence of gravitation valid in curved spacetime is to replace ηαβ by gαβ and
replace all derivatives by covariant derivatives (,→;). The resulting equations
will be generally covariant and true in the presence of gravitational fields.

12 Curvature and Torsion of an Affine Connection -
Bianchi Identities

Let an affine connection be given on M and let X, Y , Z be vector fields.

Definition. We define the torsion tensor

T (X,Y ) := ∇XY −∇YX − [X,Y ]. (12.1)

The torsion tensor T (X,Y ) is antisymmetric and f -linear in X, Y :

T (fX, gY ) = fgT (X,Y ) for f, g ∈ F(M). (12.2)

It thus defines a tensor of type (1, 2) through

(ω,X, Y ) −→ 〈ω, T (X,Y )〉. (12.3)

In local cordinates the components of the torsion tensor are given by

T kij = 〈dxk, T (∂i, ∂j)〉
= 〈dxk,∇∂i∂j −∇∂j∂i − [∂i, ∂j ]︸ ︷︷ ︸

=0

〉

= Γkij − Γkji. (12.4)

In particular

T kij = 0 ⇔ Γkij = Γkji. (12.5)
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Definition. We define

R(X,Y ) := ∇X∇Y −∇Y∇X −∇[X,Y ]. (12.6)

This is also linear in the sense that

R(fX, gY )hZ = fghR(X,Y )Z for f, g, h ∈ F(M) (12.7)

and antisymmetric in X, Y . R determines a type-(1, 3) tensor which is called
the Riemann tensor or curvature tensor given by

(ω,Z,X, Y ) −→ 〈ω,R(X,Y )Z〉 ≡ RijklωiZjXkY l. (12.8)

The components with respect to local coordinates are

Rijkl = 〈dxi, R(∂k, ∂l)∂j〉
= 〈dxi, (∇∂k∇∂l −∇∂l∇∂k)∂j〉
= 〈dxi,∇∂k(Γslj∂s)−∇∂l(Γ

s
kj∂s)〉

= Γilj,k − Γikj,l + ΓsljΓ
i
ks − ΓskjΓ

i
ls. (12.9)

Note that Eq. (12.9) is exactly the same as defined in (11.33). It is anti-
symmetric in the last two indices:

Rijkl = −Rijlk. (12.10)

Definition. The Ricci tensor is the following contraction of the curvature
tensor:

Rjl = Rijil

= Γilj,i − Γiij,l + ΓsljΓ
i
is − ΓsijΓ

i
ls. (12.11)

Furthermore, we define the scalar curvature

R := gljRjl = Rll (12.12)

As an example, consider the connection coefficients for a pseudo-Riemannian
manifold given by (4.14). One can easily compute Γijk using (4.14):

• Consider the two-sphere S2 which is a pseudo-Riemannian manifold with
the metric

ds2 = a2(dθ2 + sin2 θdφ2) ⇒ gθφ = a2

(
1 0
0 sin2 θ

)
(12.13)

The non-zero components are

Γθφφ = − sin θ cos θ

Γφθφ = Γφφθ = cotθ
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so the Riemann tensor reads

Rθφθφ = ∂θΓ
θ
φφ − ∂φΓθθφ + ΓθθλΓλφθ − ΓθφλΓλθφ

= (sinθ − cos2 θ)− 0 + 0− (− sin θ cos θ)cotθ

= sin2 θ. (12.14)

The Ricci tensor has the following components:

Rφφ = sin2 θ

Rθθ = 1

Rφθ = Rθφ = 0. (12.15)

The Ricci scalar takes the form

R = gθθRθθ + gφφRφφ + gθφRφθ + gφθRθφ

=
1

a2
+

1

a2 sin2 θ
sin2 θ

=
2

a2
. (12.16)

The Ricci scalar is constant over S2. It is also strictly positive which
means that S2 has ”positive curvature“.

Note that for a position independent metric (e.g. cartesian coordinates) the
Riemann tensor (and thus the scalar curvature) vanishes.

For a plane with polar coordinates, we get a position dependent metric

(
1 0
0 r2

)
,

so the Christoffel symbols do not vanish! However, the curvature vanishes. The
curvature does not depend on the choice of coordinates.

12.0.2 Bianch Identities for the Special Case of Vanishing Torsion

Let X, Y , Z be vector fields. Then

R(X,Y )Z + cyclic = 0 (first Bianchi identity) (12.17)

(∇XR)(Y, Z) + cyclic = 0 (second Bianchi identity). (12.18)

Proof. We prove the first Bianchi identity:
Due to vanishing torsion, ∇XY −∇YX = [X,Y ], we have

(∇X∇Y −∇Y∇X)Z + (∇Y∇Z −∇Z∇Y )X + (∇Z∇X −∇X∇Z)Y

−∇[X,Y ]Z −∇[Y,Z]X −∇[Z,X]Y

= ∇X (∇Y Z −∇ZY )︸ ︷︷ ︸
=[Y,Z]=T

−∇[Y,Z]︸ ︷︷ ︸
=T

X + cyclic

= [X, [Y, Z]] + cyclic

= 0 (12.19)

where we used the Jacobi identity (8.5).
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13 Riemannian Connections

Definition. Let M be equipped with a pseudo-Riemannian metric, i.e. a
symmetric, non-degenerate type (0, 2) tensor field g(X,Y ) ≡ (X,Y ). Non-
degeneracy means that for any p ∈M and X,Y ∈ TpM we have

gp(X,Y ) = 0 ∀Y ∈ TpM ⇒ X = 0. (13.1)

In components the metric reads

(X,Y ) = gikX
iY k with gik = gki and det(gik) 6= 0. (13.2)

We can use the metric to lower and raise indices9:

X̃i = gikX
k and ω̃i = gikωk. (13.7)

This also works for tensor fields of different type, of course. For example,

T ik = Tlkg
il = T ilglk. (13.8)

Given a basis (e1, ..., en) of TpM , the covectors of the dual basis (e1, ..., en)
become themselves vectors:

ei = gije
j . (13.9)

Definition. A metric tensor g at a point p ∈M is a symmetric (0, 2)-tensor. It
assigns a length

d(X) :=
√
|g(X,X)| (13.10)

to each vector X ∈ TpM . It also defines the angle between any two vectors X,
Y ( 6= 0) via

a(X,Y ) = arccos

(
g(X,Y )

d(X)d(Y )

)
. (13.11)

9In order to see this, we introduce the mapping

[ : TMp → T ∗Mp, Xp 7→ X[
p (13.3)

where X[
p(Yp) = gp(Xp, Yp). (13.4)

One can show that [ provides an isomorphism TpM → T ∗pM with well-defined inverse. In
components we have on the one hand

X[
p(Yp) = g(Xi∂i, Y

j∂j) = XiY jg(∂i, ∂j) = gijX
iY j . (13.5)

On the other hand

X[
p(Yp) = Xidx

i(Y j∂j) = XiY
jδij = XiY

i (13.6)

where X[ = Xidx
i is the one-form associated to X. Comparison of these two results yields

Xi = gijX
j . Similarly one can show that Xi = gijXj .
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If g(X,Y ) = 0, then X and Y are said to be orthogonal.
The length of a curve with tangent vector X between t1 and t2 is

L(t1, t2) =

∫ t2

t1

d(X)dt. (13.12)

If (ea) is a basis of TpM , the components of g with respect to this basis are
gab = g(ea, eb). Like in special relativity, we can classify vectors at a point as

• timelike: g(X,X) > 0,

• null: g(X,X) = 0,

• spacelike: g(X,X) < 0.

Definition. Let (M, g) be a pseudo-Riemannian manifold. An affine connection
is a metric connection if parallel transport along any smooth curve γ in M
preserves the inner product. For autoparallel fields X(t), Y (t) (c.f. Eq. (11.10))
along γ, gγ(t)(X(t), Y (t)) is independent of t.

Theorem. An affine connection ∇ is metric if and only if

∇g = 0. (13.13)

(without proof)
Eq. (13.13) is equivalent to

0 = ∇Xg = Xg(Y,Z)− g(∇XY,Z)− g(Y,∇XZ) (13.14)

⇔ Xg(Y,Z) = g(∇XY,Z) + g(Y,∇XZ). (13.15)

Theorem. For every pseudo-Riemannian manifold (M, g) there exists a unique
affine connection such that

1. ∇ has vanishing torsion (∇ is symmetric) and

2. ∇ is metric.

This particular connection is called Riemannian or Levi-Civita connection.

Proof. Vanishing torsion means that ∇XY = ∇YX + [X,Y ]. Inserting this
condition into (13.15) we obtain

Xg(Y, Z) = g(∇YX,Z) + g([X,Y ], Z) + g(Y,∇XZ) (13.16)

and the same equation twice more with X, Y , Z cyclically permuted:

Y g(Z,X) = g(∇ZY,X) + g([Y,Z], X) + g(Z,∇YX) (13.17)

Zg(X,Y ) = g(∇XZ, Y ) + g([Z,X], Y ) + g(X,∇ZY ). (13.18)

We take the linear combination (13.17)+(13.18)−(13.16) and obtain the Koszul
formula:

2g(∇ZY,X) =−Xg(Y, Z) + Y g(Z,X) + Zg(X,Y )

− g([Z,X], Y )− g([Y,Z], X) + g([X,Y ], Z). (13.19)

The right hand side is independent of ∇. Since g is non-degenerate, uniqueness
of ∇ follows from (13.19).
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We want to determine the Christoffel symbols for the Levi-Civita connection
in a chart (x1, ..., xn). For this purpose we take X = ∂k, Y = ∂j , Z = ∂i in Eq.
(13.19) and use [∂i, ∂j ] = 0 as well as 〈∂i, ∂j〉 = gij . The result is

2〈∇∂i∂j , ∂k〉 = 2Γlij〈∂l, ∂k〉
= 2Γlijglk

= −∂k 〈∂j , ∂i〉︸ ︷︷ ︸
=gji

+∂j 〈∂i, ∂k〉︸ ︷︷ ︸
=gik

+∂i 〈∂k, ∂j〉︸ ︷︷ ︸
=gkj

(13.20)

which is equivalent to

glkΓ
l
ij =

1

2
(gkj,i + gik,j − gji,k). (13.21)

Denoting by gkj the inverse metric, we obtain

Γlij =
1

2
glk(gkj,i + gik,j − gji,k) (13.22)

which is exactly the same as Eq. (4.14).
The Levi-Civita connection enjoys the following properties:

• The inner product of any two vectors stays constant upon parallel trans-
port along any curve, i.e.

g(X,Y )γ(t) = g(X,Y )γ(0). (13.23)

• The covariant derivative commutes with raising and lowering indices. e.g.

T ik;l =
(
gkmT

im
)

;l
= gkmT

im
;l. (13.24)

because of gkm;l = 0.

13.0.3 The Riemann Tensor

The curvature tensor of a Riemannian connection has the following additional
symmetry properties (without proof):

(i) 〈R(X,Y )Z,U〉 = −〈R(X,Y )U,Z〉 (⇔ Rijkl = −Rjikl), (13.25)

(ii) 〈R(X,Y )Z,U〉 = 〈R(Z,U)X,Y 〉 (⇔ Rijkl = Rklij). (13.26)

In coordinates the Riemann tensor satisfies the following symmetries:

(i) Rijkl = −Rijlk (13.27)

(ii) Ri[jkl] ≡
∑
(jkl)

Rijkl = 0 (1. Bianchi identity), (13.28)

(iii) Rij[kl;m] ≡
∑

(klm)

Rijkl;m = 0 (2. Bianchi identity) (13.29)

where
∑

(klm) denotes the cyclic sum. Note that the Bianchi identities only
hold if the connection is torsion free.
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13.0.4 The Ricci and Einstein-Tensor

The Ricci tensor is defined as

Rik = Rj ijk. (13.30)

The scalar curvature is

R = Rii. (13.31)

The Einstein tensor Gik is defined as follows:

Gik = Rik −
1

2
Rgik. (13.32)

Apart from the obvious symmetries Rik = Rki and Gik = Gki. we have the
following identities:

Ri
k

;k =
1

2
R;i (13.33)

Gi
k

;k = 0. (13.34)

Proof. The second Bianchi identity reads

Rijkl;m +Rijlm;k +Rijmk;l = 0. (13.35)

Contracting the indices i and k, we obtain

Rjl;m + Rijlm;i︸ ︷︷ ︸
=−gikRjklm;i

−Rjm;l = 0 (13.36)

⇒ Rj l;m − gikRj lkm;i −Rjm;l = 0. (13.37)

Taking the trace in the indices j and m, this implies

Rj l;j − gikRkl;i︸ ︷︷ ︸
=2Rj l;j

−R;l = 0 (13.38)

which is equivalent to Eq. (13.33)
In order to prove the identity (13.34), we observe that

Gi
k = Ri

k − 1

2
gi
kR = Ri

k − 1

2
δi
kR (13.39)

⇒ Gi
k

;k = Ri
k

;k −
1

2
(δi

kR;k)

=
1

2
R;i −

1

2
R;i = 0 (13.40)

which implies (13.34).

Note that in n dimensions the Riemann tensor has cn = n2(n2−1)
12 indepen-

dent components (c1 = 0, c2 = 1, c3 = 6, c4 = 20).
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Part IV

General Relativity

14 Physical Laws with Gravitation

The physical laws are relations between tensors (scalars, vectors, ...). Thus the
physical laws read the same in every coordinate system (provided the physical
quantities are transformed suitably), i.e. the equations assume the same form
in every system. This property is called general covariance.
Practically, we get general covariant equations which are valid in the presence
of gravity by replacing ηαβ by gαβ and derivatives by covariant derivatives in
the special relativistic laws which hold in the absence of gravitation.
Examples:

14.0.5 Mechanics

In an inertial system, we have the equation of motion

m
duα

dτ
= fα. (14.1)

According to the equivalence principle, this equation holds in a local IS. The
force fα does not contain gravitational forces as they would vanish in a local
IS.
We can now easily transform this equation to a general coordinate system KS.
The Lorentz vector fα becomes

fµ(x) =
∂xµ

∂ξα
fα(ξ(x)) (14.2)

where ξα are the coordinates in the local IS and xµ is the general KS. Eq. (14.1)
reads then

m
Duµ

dτ
= fµ (14.3)

where D
dτ denotes the covariant derivative as in (11.11), i.e.

Duµ

dτ
=
duµ

dτ
+ Γµνλu

νuλ. (14.4)

We can thus write Eq. (14.3) as

m
duµ

dτ
= fµ −mΓµνλu

νuλ. (14.5)

We see that on the right-hand side there appear now gravitational forces ex-
plicitly (via Γµνλ).
Eq. (14.5) is satisfies general covariance, i.e. it has the same form in all coor-
dinate systems. If we replace gµν by ηµν (i.e. we are in a local inertial system),
Eq. (14.5) reduces to (14.1).

Note that the components of uµ are not independent but satisfy the condi-
tion gµνu

µuν = c2.
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14.0.6 Electrodynamics

According to the equivalence principle Maxwell’s equations (2.59), (2.60),

∂αF
αβ =

4π

c2
jβ and εαβγδ∂βFγδ = 0 (14.6)

are valid in a local inertial system.
Using the covariance principle, these equations take the following form in a
general coordinate system KS:

Fµν ;µ =
4π

c
jν and εµνλκFλκ;ν = 0 (14.7)

provided that the transformation from coordinates ξα in a local IS to the general
coordinates xµ is given by

jα −→ jµ =
∂xµ

∂ξα
jα (14.8)

⇒ Fαβ −→ Fµν =
∂xµ

∂ξα
∂xν

∂ξβ
Fαβ. (14.9)

Again, gravity enters via the Christoffel symbols in the covariant derivative.
The continuity equation ∂αj

α becomes

jµ;µ = 0. (14.10)

It can be shown that due to the antisymmetry of Fµν the terms involving
Christoffel symbols cancel. Thus the covariant derivative reduces to the ordi-
nary derivative in case of the homogeneous Maxwell equation in (14.7).

Note that

g = det(gik) = εi1···ing1i1 · · · gnin . (14.11)

We can use this to consider

∂g

∂xl
=

n∑
k=1

εi1···ing1i1 · · ·
∂gkik
∂xl

· · · gnin

=
∂gkm
∂xl

gmkg (14.12)

where we used the antisymmetry of εi1···in and

∂gkik
∂xl

=
∂gkm
∂xl

δmik =
∂gkm
∂xl

gmrgrik . (14.13)
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Plugging (14.12) into the definition of Γkkl, we find

Γkkl =
∂gkm

2
(gmk,l + gml,k − gkl,m︸ ︷︷ ︸

=0 (m↔k)

)

=
gkm

2

∂gmk
∂xl

=
∂ln
√
g

∂xl

=
1
√
g

∂
√
g

∂xl
. (14.14)

With this relation, one can show that the inhomogeneous Maxwell equation
and the continuity equation in KS can be written as

1
√
g

∂(
√
gFµν)

∂xν
=

4π

c2
jµ (14.15)

∂(
√
gjµ)

∂xµ
= 0 (14.16)

14.0.7 The Energy-Momentum Tensor

For an ideal fluid, the energy-momentum tensor in a local IS is given by

Tµν =
(
ρ+

p

c2

)
uµuν − ηµνp (14.17)

where uµ is the four-velocity, ρ the proper energy density and p the pressure of
the fluid.
In a general coordinate system KS, the energy-momentum tensor reads

Tµν =
(
ρ+

p

c2

)
uµuν − gµνp. (14.18)

In the IS the conservation law implies Tµν,ν = 0 which reads as follows in KS:

Tµν ;ν = Tµν,ν + ΓµνλT
νλ + ΓννλT

µλ = 0. (14.19)

With Eq. (14.14) we get instead

Tµν ;ν =
1
√
g

∂(
√
gTµν)

∂xν
+ ΓµνλT

νλ = 0. (14.20)

This is no longer a conservation law because we cannot form any constant of
motion from (14.20). The physical reason is that the system under consideration
can exchange energy and momentum with the gravitational field.

15 Einstein’s Field Equations

The field equations cannot be derived by the covariance principle because there
is no equivalent equation in a local IS. So we cannot apply the simple procedure
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from the previous section. We have to make some assumptions: Newtonian
gravity as a limiting case should be well confirmed through all observations:
∆φ = 4πGρ.
From the Newtonian limit of the equations of motion for a particle, we derived
(c.f. Eq. (4.27)): g00 = 1 + 2φ

c2
. So the non-relativistic limit should read

∆g00 =
2

c2
4πGρ =

8πG

c4
T00 (15.1)

with T00 ' ρc2 (the other components Tij are small). Then ρ transforms as the
00-component of a tensor which is necessary because of ρ ' ∆m

∆V .10

We conclude that a generalization of (15.1) should lead to something of type
Gµν = 8πG

c4
Tµν where Gµν has to satisfy the following requirements:

1. Gµν is a tensor (because Tµν is a tensor, as well).

2. Gµν has the dimension of a second derivative. If we assume that no new
dimensional constants enter in Gµν then it has to be a linear combination
of terms which are either second order derivatives of the metric gµν or
quadratic in the first derivatives of gµν .

3. Since Tµν is symmetric, Gµν should also be symmetric. Furthermore, we
expect Gµν

;ν = 0 since Tµν is covariantly conserved (Tµν ;ν = 0).

4. For a weak stationary field we should get Eq. (15.1) and thus G00 ' ∆g00.

It turns out that these four conditions suffice to determine Gµν uniquely: The
first two points imply that Gµν has to be a linear combination of the Ricci
tensor and the the Ricci scalar11:

Gµν = aRµν + bRgµν . (15.2)

The symmetry of Gµν is obviously satisfied. Using the contracted Bianchi
identity (Eq. (13.33)) and the fact that gµν

;ν = 0, we infer that also Gµν
;ν = 0

is satisfied if b = −a
2 . Thus we find

Gµν = a

(
Rµν −

1

2
gµνR

)
=

8πG

c2
Tµν . (15.3)

The constant a can be determined by considering the Newtonian limit and
demanding property 4. from above. In order to do this, we consider the weak
field limit, i.e. gµν = ηµν + hµν with |hµν | � 1. In this limit, it follows

|Til| � T00 and |Gik| � |G00|. (15.4)

10Note that ∆m is not a Lorentz scalar! The electromagnetic charge density ρe ' ∆q
∆V

transforms as the 0-component of a 4-vector because charge is a Lorentz scalar.
11It can be shown that indeed the Ricci tensor is the only tensor made of the metric and

first and second derivatives of it which is linear in the second derivative terms.
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Taking the trace of (15.3), we find

gµνGµν


= a(R− 2R) = −aR (from (15.3))

≈ G00 = a

(
R00 −

R

2
g00

)
= a

(
R00 −

R

2

)
(15.5)

Comparing these two results, we infer that

R ' −2R00 ⇒ G00 ' a
(
R00 −

R

2

)
' 2aR00. (15.6)

For weak fields all terms quadratic in hµν can be neglected in the Riemann
tensor. In leading order this implies

Rµν = Rρµρν '
∂Γρµρ
∂xν

− ∂Γρµν
∂xρ

(|hµν | � 1). (15.7)

For weak stationary fields we get

R00 = −∂Γi00

∂xi
with Γi00 =

1

2

∂g00

∂xi
. (15.8)

(note that we use another sign convention as in Eq. (12.6). We use the Riemann
curvature tensor with another sign now.) Therefore

G00 ' −2a
∂Γi00

∂xi
= −a∆g00

!
= ∆g00 (15.9)

which implies a = −1. This leads to the final Einstein field equations
(Einstein, 1915)

Rµν −
R

2
gµν = −8πG

c4
Tµν . (15.10)

Together with the geodesic equation (11.22 or 14.5), these equations are the
foundation of the theory of general relativity.
By means of contracting Eq. (15.10), we get also

Rµµ −
R

2
δµµ︸︷︷︸
=4

= −R = −8πG

c4
T (15.11)

where T := Tµµ. We can thus express R in terms of T and rewrite Einstein’s
field equations (15.10) in the form

Rµν = −8πG

c4

(
Tµν −

T

2
gµν

)
. (15.12)

Note that in vacuum (i.e. Tµν = 0) we have Rµν = 0.

The interesting thing in Eq. (15.10) is that on the left hand side, there
appears a purely geometrical quantity describing the intrinsic geometrical prop-
erties (in particular curvature) of the manifold, whereas the object on the right
hand side is purely ”physical“ in the sense that it descibes velocities and pres-
sure. So Einstein’s equations tell us that curvature and physical field content
are essentially the same.
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15.0.8 Significance of the Bianchi Identities

Einsteins’s field equations constitute a set of non-linear coupled differential
equations whose general solution is not known. Usually one makes some sim-
plifying assumptions, for example spherical symmetry.
Because of the symmetry of the Ricci tensor, the Einstein field equations con-
stitute a set of 10 algebraically independent second order differential equations
for gµν .
Due to the fact that the equations are generally covariant, the metric can at
most be determined up to coordinate transformations. Therefore we expect
only 6 independent generally covariant equations for the metric (4 degrees of
freedom are canceled by the freedom to choose coordinates). Indeed the (con-
tracted) Bianchi identities tell us that

Gµ
ν

;ν = 0 (15.13)

giving 4 more equations. So the Bianchi identities can also be understood as a
consequence of general covariance and they ensure the conservation of Tµν in
curved spacetime.

15.0.9 The Cosmological Constant

As a generalization of the field equations one can relax the second condition and
allow a term which is linear in gµν (note that gµν

;ν = 0). The field equations
become

Rµν −
1

2
Rgµν + Λgµν = −8πG

c4
Tµν (15.14)

with the cosmological constant Λ ([Λ] =length−2). The Newtonian limit of
(15.14) reads

∆φ = 4πρG+
c2

2
Λ. (15.15)

The right-hand side can also be written as

4πG(ρ+ ρvacuum) with c2ρvacuum =
c4

8πG
Λ. (15.16)

We thus interpret Λ as the energy density of empty space (vacuum). The
distance Λ−1/2 has to be much larger than the dimension of the solar system.

16 The Einstein-Hilbert Action

The Einstein field equations (15.10) can be obtained from a covariant variation
principle. We claim that the correct action for the metric g is given by

SD[g] =

∫
D
R(g)dv (16.1)
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where D ⊂ M is a compact region in the spacetime manifold, R is the scalar
curvature and dv is the volume element

dv =
√
|g|d4x. (16.2)

We have to show that the Euler-Lagrange equations which are derived from this
action lead to the Einstein field equations. The complete calculation is quite
lengthy, so we only sketch the ideas. The Euler-Lagrange equations are the field
equations in vacuum:

0 = δSD[g] =

∫
D
δ
(
gµνRµν

√
−g
)
d4x

=

∫
D

(δRµν) gµν
√
−gd4x+

∫
D
Rµνδ

(
gµν
√
−g
)
d4x. (16.3)

We start with the first of these integrals. We will show that it vanishes. We
start with δRµν where

Rµν = ∂αΓαµν − ∂νΓαµα + ΓρµνΓαρα − ΓρµαΓαρν . (16.4)

We first compute the variation of Rµν locally at any point p in normal coordi-
nates centered at p (i.e. p =̂ x = 0 and Γαβγ(0) = 0)12:

δRµν = (δΓαµν),α − (δΓαµα),ν (16.5)

(note that the variation with respect to g commutes with ordinary derivatives).
One can show that δΓαµν is indeed a tensor although Γαµν is not. So (16.5) is
a tensor equation which is valid in every coordinate system and we can also use
covariant derivatives:

δRµν = (δΓαµν);α − (δΓαµα);ν (16.6)

(so called Palatini identity). Using gµν;σ = 0, we can write (16.6) as

gµνδRµν = (gµνδΓαµν);α − (gµνδΓαµα);ν

= wα;α

= wα,α + Γααµw
µ

= wα,α +
1√
−g

∂
√
−g

∂xµ
wµ

=
1√
−g

∂(wµ
√
−g)

∂xµ
. (16.7)

Inserting this into the integral (16.3) and remembering Gauss theorem (10.39),∫
D

(divgw) η =

∫
∂D

iwη (16.8)

12It can be shown that one can always choose a local coordinate system on TpM such that
p corresponds to x = 0 and gij(0) = ηij and Γkij(0) = 0. Such coordinates are called normal
coordinates.
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with divgw = wα;α, we find∫
D
δRµνg

µν√−gd4x =

∫
∂D

wα
√
−gdoα (16.9)

where doα is the surface element for coordinates normal to ∂D and

wα = gµνδΓαµν − gµαδΓνµν (16.10)

is a vector field. If the variations of gµν vanish outside a region contained in D,
then the boundary term vanishes.

In order to compute the second term in (16.3), we recall from linear algebra
that for any n× n matrix A(λ), we have

d

dλ
detA = detA · tr

(
A−1dA

dλ

)
(16.11)

and
d

dλ
(A−1) ·A = −A−1dA

dλ
. (16.12)

Thus

δg = ggµνδgνµ (16.13)

and (δgµν)gνσ = −gµνδgνσ. (16.14)

Using these equations, we infer that

δ
√
−g =

1

2

√
−ggµνδgνµ = −1

2

√
−ggαβδgαβ

⇒ δ(gµν
√
−g) =

√
−gδgµν − 1

2

√
−ggµνgαβδgαβ. (16.15)

We can therefore compute the second term in (16.3):

0
!

=

∫
D
Rµνδ(g

µν√−g)d4x =

∫
D

√
−gd4x︸ ︷︷ ︸
=dv

Rµνδgµν − 1

2
Rµνg

µν︸ ︷︷ ︸
=R

gαβδg
αβ


=

∫
D
dv

(
Rµν −

1

2
Rgµν

)
δgµν (16.16)

from which we conclude immediately the Einstein equations:

δSD[gµν ] = 0 ⇒ Gµν = Rµν −
1

2
Rgµν = 0. (16.17)

This proves that variation of the action (16.1) gives the correct field equations.

Note that from

δ

∫
D

√
−gd4x =

∫
D

√
−gd4x

1

2
gµνδgµν =

∫
D

√
−gd4x

1

2
gµνδg

µν (16.18)
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it follows that if we have a non-vanishing cosmological constant, the Einstein
equations in vacuum are obtained from the action principle applied to the action

SD[g] =

∫
D

(R− 2Λ)
√
−gd4x. (16.19)

The variation principle extends to matter described by any field ψ = (ψA)
(A = 1, ..., N) transforming as a tensor under change of coordinates (we include
also the electromagnetic field among the ψA). Consider any action of the form

SD[ψ] =

∫
D
L(ψ,∇gψ)

√
−gd4x (16.20)

where ∇g is the Riemannian connection of the metric g. If we know L in flat
space, the equivalence principle tells us that we just need to replace ηαβ by gαβ
and replace ordinary derivatives by covariant derivatives in order to obtain a L
in curved spacetime.
As an example, consider the electromagnetic field described by the Lagrangian

L = − 1

16π
FµνF

µν = − 1

16π
FµνFσρg

σµgρν . (16.21)

In electrodynamics, we have the special feature that Fµν = Aν;µ − Aµ;ν =
Aν,µ −Aµ,ν . With ∇µAν ≡ Aν;µ, the Euler-Lagrange equations read

∂L
∂Aν

−∇µ
∂L

∂(∇µAν)
= 0

⇔ −∇µ
(
−1

4
Fσρg

µσgνσ · 4
)

= 0

⇔ Fµν ;µ = 0. (16.22)

(these are just the inhomogeneous Maxwell equations for vanishing current jν .
Remember also the general inhomogeneous Maxwell equations Fµν ;µ = 1

c j
ν

which can easily be derived from the Lagrangian L = − 1
16πFµνF

µν − 1
c j
µAµ.

Variations in (16.20) with respect to the fields ψA lead to the Euler-Lagrange
equations, whereas variations with respect to the metric give (without proof)

δg

∫
D
L(ψ,∇gψ)

√
−gd4x = −1

2

∫
D
Tµνδgµν

√
−gd4x. (16.23)

This term has to be added to the term which is proportional to δgµν in Einstein’s
action:

0 =

∫
D

√
−gd4x

(
Gµν

c4

16πG
− 1

2
Tµν

)
︸ ︷︷ ︸

!
=0

δgµν

⇒ Gµν = −8πG

c4
Tµν . (16.24)

In case of electrodynamics we have

Tµν =
1

4π

(
FµσFν

σ − 1

4
FσρF

σρgµν

)
. (16.25)
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17 Static Isotropic Metric

17.1 The Form of the Metric

For the gravity field of the Earth or the Sun, we assume a spherically symmetric
distribution of matter (rotation velocity vi � c). Our goal is to find a spheri-
cally symmetric and static solution gµν(x) to the Einstein field equations.
For r → ∞, we expect to recover the Newtonian gravitational potential φ =
−GM

r → 0, i.e. in this limit, the metric becomes just the Minkowski metric ηµν :

ds2 = c2dt2 − dr2 − r2(dθ2 + sin2 θdϕ2) as r →∞. (17.1)

This motivates the following ansatz:

ds2 = B(r)c2dt2 −A(r)dr2 − C(r)r2(dθ2 + sin2 θdϕ2) (17.2)

where A, B, C cannot depend on θ, ϕ or t due to spherical symmetry. Due to
isotropy there cannot be any terms which are linear in dθ or dϕ. The freedom
in the choice of coordinates allows us to introduce a new radial coordinate in
(17.2):

C(r) −→ r2. (17.3)

So we can absorb C(r) into r. We get the standard form

ds2 = B(r)c2dt2 −A(r)dr2 − r2(dθ2 + sin2 θdϕ2) (17.4)

with B(r), A(r)→ 1 as r →∞.

17.1.1 Robertson Expansion

Although we don’t know the solution of the field equations, we can give an
expansion of the metric for weak fields outside the mass distribution. The
metric can only depend on the total mass of the considered object (e.g. the
Sun), on the distance to that object and on the constants G, c. Since A and B
are dimensionless, they can only depend on a combination of the dimensionless
quantity GM

c2r
. For GM

c2r
� 1, we have the following expansion13:

B(r) = 1− 2
GM

c2r
+ 2(β − γ)

(
GM

c2r

)2

+ ... (17.5)

A(r) = 1 + 2γ
GM

c2r
+ ... (17.6)

(Robertson Expansion).
The field equations contain the Newtonian limit14

g00 ' 1 +
2φ

c2
with φ = −GM

r
. (17.7)

13Note that v2

c2
∼ a

r
; terms like g00u

0u0 ∼ Bc2 and g11u
1u1 ∼ Av2 ∼ Ac2 a

r
show up and

have to be expanded to the same order in a
r
. Thus B has to be expanded to one order higher

than A.
14The factor 2(β−γ) ≡ Geff. is for historical reasons. The parameters β and γ are indepen-

dent.
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In the solar system, for instance, we have GM
c2r
≤ GM

c2R�
' 2 · 10−6. So we can

forget about terms which are of higher than linear order in β and γ.
In general relativity we have γ = β = 1 (in Newtonian gravity: β = γ = 0).

We calculate the Christoffel symbols for the standard form as given in Eq.
(17.4). First of all, gµν is diagonal:

g00 = B(r), g11 = −A(r), g22 = −r2, g33 = −r2 sin2 θ (17.8)

gµµ =
1

gµµ
. (17.9)

The non-vanishing Christoffel symbols are

Γ0
01 = Γ0

10 =
B′(r)

2B(r)

Γ1
00 =

B′

2A
, Γ1

11 =
A′

2A
, Γ1

22 = − r
A
, Γ1

33 = −r
2 sin2 θ

A

Γ2
12 = Γ2

21 =
1

r
, Γ2

33 = − sin θ cos θ

Γ3
31 = Γ3

13 =
1

r
, Γ3

23 = Γ3
32 = ctgθ. (17.10)

Writing

−g = r4AB sin2 θ, (17.11)

we find

Γρµρ =

(
∂ln
√
−g

∂xµ

)
=

(
0,

2

r
+
A′

2A
+
B′

2B
, ctgθ, 0

)
(17.12)

and thus the Ricci tensor

Rµν =
∂Γρµρ
∂xν

− ∂Γρµν
∂xρ

+ ΓσµρΓ
ρ
σν − ΓσµνΓρσρ (17.13)

has the following non-vanishing components:

R00 = −B
′′

2A
+
A′B′

2A2
+

B′2

2AB
− B′

2A

(
2

r
+
A′

2A
+
B′

2B

)
= −B

′′

2A
+
B′

4A

(
A′

A
+
B′

B

)
− B′

rA
, (17.14)

R11 =
B′′

2B
− B′

4B

(
A′

A
+
B′

B

)
− A′

rA
(17.15)

R22 = −1− r

2A

(
A′

A
− B′

B

)
+

1

A
(17.16)

R33 = R22 · sin2 θ. (17.17)
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17.2 The Schwarzschild Metric

We assume a static, spherically symmetric mass distribution of finite extension:

ρ(r)

{
6= 0 r ≤ r0

= 0 r > r0

(17.18)

and similarly for the pressure p(r) 6= 0 for r ≤ r0. In the static case, the four-
velocity vector within the mass distribution is uµ = (u0 = const., 0, 0, 0). So
the energy-momentum tensor which describes the properties of the matter does
not depend on time. We adopt the following ansatz for gµν (cf. Eq. (17.4)):

gµν =


B(r)

−A(r)
−r2

−r2 sin2 θ

 . (17.19)

Outside the mass distribution (r ≥ r0) we need to have Rµν = 0 (this is because
of p = ρ = 0 for r ≥ r0 which always implies Rµν = 0 as we remember from Eq.
(15.12)). On the other hand, the components Rµν are given by Eqs. (17.14)-
(17.17). For µ 6= ν, the condition Rµν = 0 is trivially satisfied. For r ≥ r0, we
demand Rµµ = 0. It obviously holds true that

0 =
R00

B
+
R11

A
= − 1

rA

(
B′

B
+
A′

A

)
⇒ d

dr
(ln(AB)) = 0. (17.20)

Accordingly, AB = const.. Since the metric should be Minkowski in the limit
r →∞, we require A(r) = A(r →∞) = 1 = B(r →∞) = B(r). Plugging this
into into R22 from Eq. (17.16) and into R11 from Eq. (17.15), we see that

R22 = −1 + rB′ +B = 0 (17.21)

R11 =
B′′

2B
+
B′

rB
=
rB′′ + 2B′

2rB
=

1

2rB

dR22

dr

(17.21)
= 0. (17.22)

We write (17.21) as

d

dr
(rB) = 1 (17.23)

and integrate this equation:

rB = r + const. ≡ r − 2a. (17.24)

This implies

B(r) = 1− 2a

r
and A(r) =

1

1− 2a
r

for r ≥ r0. (17.25)
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This solution of the Einstein equations in vacuum was found in 1916 by Schwarzschild.
The Schwarzschild solution is15

ds2 =

(
1− 2a

r

)
c2dt2 − 1(

1− 2a
r

)dr2 − r2
(
dθ2 + sin2 dϕ2

)
. (17.26)

The constant a can be determined by considering the Newtonian limit

g00 = B(r)
r→∞−→ 1 +

2φ

c2
= 1− 2GM

c2r
= 1− 2a

r
(17.27)

We introduce the so called Schwarzschild radius

rS = 2a =
2GM

c2
. (17.28)

For the Sun, rS,� ' 3 km. The significance of the Schwarzschild radius is that
the Schwarzschild metric (17.26) seems to be singular. But this is actually not
the case. As we will see later, this singularity is only an artefact of the choice
of coordinates: r is not a good coordinate in the region where r ≤ rS .
A clock which rests at radius r has proper time dτ =

√
Bdt, so dt

dτ is divergent
as r → rS . This implies that a photon emitted at r = rS will be infinitely
redshifted.
A star with radius rstar < rS is a black hole since photons which are emitted at
its surface cannot reach regions with r > rS .

Expanding the Schwarzschild metric in powers of r
rS

and comparing it to
the Robertson expantion (17.6), one finds β = γ = 1 for GR.

18 General Equations of Motion

We now consider the motion of a freely falling material particle or a photon in a
static, isotropic gravitational field (for example, the motion of a planet around
the Sun). This is slightly different from the Kepler problem because the Kepler
problem can be solved exactly whereas now we neglect the influence of the test
particle on the gravitational field.
For the relativistic orbit xk(λ) of a particle in a gravitational field, we have the
geodesic equation

d2xk

dλ2
= −Γkµν

dxµ

dλ

dxν

dλ
(18.1)

where the Christoffel symbols can be computed from (17.26). Furthermore, we
have

gµν
dxµ

dλ

dxν

dλ
=

(
ds

dλ

)2

= c2

(
dτ

dλ

)2

=

{
c2 (m 6= 0, λ = t)

0 (m = 0)
(18.2)

15The fundamental reason why we are able to find this solution so easily, is the Bianchi
identities!
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For a massive particle we can use the proper time to parametrize the trajectory
(or orbit): dλ = dτ . In case of massless particles one has to choose another
parameter λ.
For the spherically symmetric gravitational field of the Sun, we can use the
Schwarzschild metric for r ≥ r�:

ds2 = B(r)c2dt2 −A(r)dr2 − r2(dθ2 + sin2 θdϕ2). (18.3)

The equations (18.1)-(18.3) describe the relativistic Kepler problem. Using
the Christoffel symbols as given in Eq. (17.10), we get for (18.1)

d2x0

dλ2
= −B

′

B

dx0

dλ

dr

dλ
(18.4)

d2r

dλ2
= −B

′

2A

(
dx0

dλ

)2

− A′

2A

(
dr

dλ

)2

+
r

A

(
dθ

dλ

)2

+
r sin2 θ

A

(
dϕ

dλ

)2

(18.5)

d2θ

dλ2
= −2

r

dθ

dλ

dr

dλ
+ sin θ cos θ

(
dϕ

dλ

)2

(18.6)

d2ϕ

dλ2
= −2

r

dϕ

dλ

dr

dλ
− 2ctgθ

dθ

dλ

dϕ

dλ
. (18.7)

Eq. (18.6) can be solved by θ = π
2 = const.. Without loss of generality we

can always choose the coordinate system such that θ = π
2 is satisfied (i.e. the

trajectory lies on the plane with θ = π
2 . The fact that d2θ

dλ2 = 0 corresponds to
angular momentum conservation.
With θ = π

2 , Eq. (18.7) reads

1

r2

d

dλ

(
r2dϕ

dλ

)
= 0. (18.8)

It follows immediately that

r2dϕ

dλ
= const. = l. (18.9)

The constant l can be interpreted as the (orbital) angular momentum per mass
(this is, of course, motivated by the classical formula for the angular momen-

tum: L = mr2φ̇). It has units of length2

time . Eq. (18.8) and θ = π
2 follow from

angular momentum conservation which is a consequence of the spherical sym-
metry (rotational invariance).
Eq. (18.4) can be written as

d

dλ

(
log

(
1

c

dx0

dλ

)
+ logB

)
= 0 (18.10)

which can easily be integrated:

log

((
dx0

dλ

)
· B
c

)
= const.’ ⇒ B

dx0

dλ
= const. = F. (18.11)
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In Eq. (18.5) we use θ = π
2 and Eqs. (18.9) and (18.11) and get

d2r

dλ2
+
F 2B′

2AB2
+
A′

2A

(
dr

dλ

)2

− l2

Ar3
= 0. (18.12)

If we multiply this with 2A dr
dλ , we obtain

d

dλ

(
A

(
dr

dλ

)2

+
l2

r2
− F 2

B

)
= 0. (18.13)

Again, integration yields

A

(
dr

dλ

)2

+
l2

r2
− F 2

B
= const. = −ε. (18.14)

The next steps have to be done numerically except in special simple cases. In
principle, one proceeds as follows: We can integrate this equation once more
in order to get r = r(λ). Inserting this result into (18.9) and (18.11), one can
obtain ϕ = ϕ(λ) and t = t(λ). Next, one eliminates λ and finds r = r(t) and
ϕ = ϕ(t). Together with θ = π

2 this is then a complete solution.
Using θ = π

2 , (18.9), (18.11) and (18.14), one can see that Eq. (18.2) takes a
simple form:

gµν
dxµ

dλ

dxν

dλ
= B

(
dx0

dλ

)2

−A
(
dr

dλ

)2

− r2

(
dθ

dλ

)2

− r2 sin2 θ

(
dϕ

dλ

)2

= ε. (18.15)

Because the result has to coincide with Eq. (18.2), we infer

ε =

{
c2 (m 6= 0)

0 (m = 0)
(18.16)

so we are left with the two constants of integration F and l.

We want to examine the trajectory closer. From (18.14) we get

dr

dλ
=

√
F 2

B −
l2

r2 − ε
A

. (18.17)

On the other hand, Eq. (18.9) yields

dϕ

dr
=
dϕ

dλ

dλ

dr
=

l

r2

√
A

F 2

B −
l2

r2 − ε
(18.18)

which implies

ϕ(r) =

∫
dr

r2

√
A(r)√

F 2

B(r)l2
− 1

r2 − ε
l2

. (18.19)
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This confines the trajectory ϕ = ϕ(r) to the orbital plane (characterized by

θ = π
2 ). For massive particles, we have two integration constants F 2

l2
and ε

l2
.

For massless particles, ε vanishes, so there is actually only one integration con-
stant, namely F 2

l2
.

We can specialze the trajectory to the case of the Schwarzschild metric, i.e.

B(r) =
1

A(r)
= 1− rS

r
= 1− 2a

r
(18.20)

and write

ṫ =
dt

dλ
, ṙ =

dr

dλ
, ϕ̇ =

dϕ

dλ
. (18.21)

Using Eqs. (18.9) and (18.11) and θ = π
2 , we find

cṫ

(
1− 2a

r

)
= F and r2ϕ̇ = l. (18.22)

Inserting B(r) = 1− 2a
r , the radial equation (18.11) takes the form

ṙ2

2
− aε

r
+

l2

2r2
− al2

r3
=
F 2 − ε

2
= const. (18.23)

which can be written as

ṙ2

2
+ Veff(r) = const. =

F 2 − ε
2

(18.24)

with the effective potential

Veff(r) =

{
−GM

r + l2

2r2 − GMl2

c2r3 (m 6= 0)
l2

2r2 − GMl2

c2r3 (m = 0)
(18.25)

This effective potential puts us in the situation that we are able to describe the
particle’s motion with general relativistic effects in the same way as we would
describe a particle in flat spacetime moving in the effective potential (18.25)
which differs from the corresponding Newtonian effective potential by the term
∝ 1

r3 .
A formal solution r = r(λ) of (18.24) is given implicitly by the following

integral:

λ = ±
∫

dr√
2(const.− Veff(r))

. (18.26)

Due to the 1
r3 term (which is the relativistic correction), this is an elliptical

integral which has to be solved numerically. This term makes that the behaviour
of the classical effective potential changes for small r:
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• If m 6= 0:
For small radii, the effective potential does not go to +∞ as in the classical
case but to −∞ instead: the effective potential becomes attractive for very
small r which is in contrast to the classical Kepler problem. The attractive
relativistic term becomes (for small r)

−GM
r

l2

c2r2
' −GM

r

v2

c2
. (18.27)

Eq. (18.24) differs from the non-relativistic case not only due to the term
which is proportional to 1

r3 but also due to the fact that ṙ = dr
dτ differs

from dr
dt by terms of order v2

c2
.

Note that where Veff has a minimum, there are bound solutions. However,
there will be small deviations from the elliptical orbits due to relativistic
corrections (precession of the perihelion). As a special case, the circular
orbit is a possible solution because it is characterized by ṙ = 0.
Note that if the constant is positive, one gets unbound trajectories cor-
responding to the hyperbolic solutions in the non-relativistic case. If the
constant is bigger than the maximum value of the potential, then the
particle falls into the center.
The effective potential has a stable minimum and an unstable maximum
where dVeff

dr = 0. For m 6= 0 this is equivalent to the condition

c2

l2
r2 − 2

r

rS
+ 3 = 0. (18.28)

In order for this equation to have two real solutions (a minimum and a
maximum), we need to have

3c2

l2
<

1

r2
S

(18.29)

⇔ l ≥ lcrit =
√

3rSc. (18.30)

For l → lcrit., the angular momentum barrier gets smaller and smaller
until the minimum and the maximum coincide. If l < lcrit., the effective
potential decreases monotonically as r → 0.

• If m = 0:
Both terms in (18.25) are proportional to l2, so the shape of Veff. does
not depend on l2. The potential has a maximum at rmax. = 3

2rS where
photons could in principle move on a circular orbit. This orbit is unstable,
of course.
If the constant in (18.24) is smaller than Veff.(rmax.), then the incoming
photon will be scattered, whereas it will be absorbed if the constant is
bigger than rmax.. Note that for r ≤ rS , the Schwarzschild solution is no
longer applicable.
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19 Deflection of Light

The trajectory r = r(ϕ) in the gravitational field is given by (18.19) with ε = 0:

ϕ(r) = ϕ(r0) +

∫ r

r0

dr′

r′2

√
A(r′)√

F 2

B(r′)l2 −
1
r′2

(19.1)

where r0 is the impact parameter (smallest distance to the gravitating mass).
We define ϕ in such a way that ϕ(r = r0) = 0. Sufficiently far away from
the mass, the light ray is straight in a Minkowski metric. The angle between
the incoming and outgoing asymptotic lightrays is ∆ϕ. In total, the light is
deflected by this angle ∆ϕ. Going from r0 to r∞, the angle changes by ϕ(∞).
Therefore, going on the light ray from r−∞ to r∞, the radial vector rotates by
2ϕ(∞) (if the light ray was a straight line, then 2ϕ(∞) = π). In general we
have

∆ϕ = 2ϕ(∞)− π. (19.2)

Because of r(ϕ) being minimal at r0 = r(0), we have

dr

dϕ

∣∣∣∣
r0

= 0 (19.3)

which implies (using (18.17) and (18.18))

F 2

l2
=
B(r0)

r2
0

. (19.4)

This allows us to eliminate the constants F and l in terms of r0:

φ(∞) =

∫ ∞
r0

dr

r

√
A(r)√

B(r0)
B(r)

r2

r2
0
− 1

. (19.5)

To compute tis integral we insert the Robertson expansion A(r) = 1 + γ 2a
r ,

B(r) = 1 − 2a
r with a = rS

2 = GM
c2

. We only keep terms of order O
(
a
r

)
. This

approximation is applicable if r0 � rS . With

r2

r2
0

B(r0)

B(r)
− 1 ' r2

r2
0

[
1 + 2a

(
1

r
− 1

r0

)]
− 1

=

(
r2

r2
0

− 1

)(
1− 2ar

r0(r + r0)

)
(19.6)

we find (using
√

1 + x ' 1 + x
2 )

ϕ(∞) '
∫ ∞
r0

dr√
r2 − r2

0

r0

r

(
1 + γ

a

r
+

ar

r0(r + r0)

)
=

[
cos−1

(r0

r

)
+ γ

a

r0

√
r2 − r2

0

r
+
a

r0

√
r − r0

r + r0

] ∣∣∣∞
r0

(19.7)

ϕ(∞) =
π

2
+ γ

a

r0
+
a

r0
. (19.8)
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With (19.2) this yields

∆ϕ =
4a

r0

(
1 + γ

2

)
=

2rS
r0

(
1 + γ

2

)
. (19.9)

In the case of GR, γ = 1, so

∆ϕ =
2rS
r0

. (19.10)

For a light ray which just grazes the surface of the Sun (r0 = R� ' 7 · 105 km),
we find

∆ϕmax.
� = 1′′.75

(
1 + γ

2

)
(19.11)

(π = 180× 3600′′).
Note that a similar calculation can be done for massive particles with a Newto-
nian potential. One finds that the formula for ∆ϕ does not depend on the mass
of the particle. So one could argue that light has an infinitesimal mass µ which
is set to zero at the end of the calculation and draw the conclusion that light is
deflected also in Newtonian gravity. But note that the angle found in this way
is too small by a factor of 2 (so it coincides with Eq. (19.11) for γ = 0).
Based on this idea, Einstein initiated real measurements of ∆ϕ (before he dis-
covered GR). These measurements had to be done during a solar eclipse. The
first attempt had to be canceled due to World War I. The experiment could not
be done before 1919 when Einstein had already found the general relativistic
equation.
Today, gravitational deflection of light is confirmed by the observation of gravi-
tational lensing. Since ∆ϕ ∝ rS ∝M , one can infer the mass of the gravitating
object (e.g. galaxy clusters). It turns out that the observed mass is far smaller
than the mass necessary to account for the lensing effect. This fact provides
clear evidence for dark matter.
Gravitational lensing can also be used to detect stars and planets in our galaxy
and nearby (microlensing): light that is deflected by stars or planets is mag-
nified. So differences in the magnitude of background light is an evidence for
masses between the light source and the observer.

20 Perihelion Precession

Even before the confirmation of GR by means of the observation of light de-
flection, Einstein could explain the longstanding problem of the precession of
Mercury’s perihelion.

Consider the elliptical orbit of a planet around the sun. We denote by
r− = rmin the minimal distance and by r+ = rmax the maximum distance to
the Sun and use the notation X± = X(r = r±) for X = A,B,ϕ, ....
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The relativistic limit follows from Eq. (18.19) for r = r(ϕ) with ε = c2. The
integral gives for the change of the angle between r− and r+

ϕ+ − ϕ− =

∫ r+

r−

dr

r2

√
A(r)√

F 2

B(r)l2
− 1

r2 − c2

l2

≡
∫ r+

r−

dr

r2

√
A(r)√
K(r)

. (20.1)

This corresponds to half of an orbit. For the shift due to a full orbit we would
have to take twice the integral (20.1). The shift of the perihelion per full orbit
is given by

∆ϕ = 2(ϕ+ − ϕ−)− 2π. (20.2)

The integrand in (20.1) is equal to dϕ
dr . At r = r± we have dϕ

dr =∞, so r2
√
K(r)

has to vanish, i.e.

K(r±) = 0 (20.3)

⇒ F 2

l2B±
=

1

r2
±

+
c2

l2
. (20.4)

This allows us to express F and l in terms of r±:

F 2

l2
=

1
r2
+
− 1

r2
−

1
B+
− 1

B−

=
r2
− − r2

+

r2
+r

2
−

(
1
B+
− 1

B−

) , (20.5)

c2

l2
=

B+

r2
+
− B−

r2
−

B+ −B−

=

r2
+

B+
− r2

−
B−

r2
+r

2
−

(
1
B+
− 1

B−

) . (20.6)

This way we get for K(r)

K(r) =
r2
−

(
1

B(r) −
1
B−

)
− r2

+

(
1

B(r) −
1
B+

)
r2

+r
2
−

(
1
B+
− 1

B−

) − 1

r2
. (20.7)

We insert the Robertson expansion for A and B:

A(r) = 1 + γ
2a

r
+ ... (20.8)

B(r) = 1− 2a

r
+ 2(β − γ)

a2

r2
+ ... (20.9)

1

B(r)
= 1 +

2a

r
+ 2(2− β + γ)

a2

r2
+ ... (20.10)
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With (20.10), K(r) becomes a quadratic form in 1
r . Since dφ

dr = ∞, we have
K+ = K− = 0. This determines K(r) up to a constant c̃:

K(r) = c̃

(
1

r−
− 1

r

)(
1

r
− 1

r+

)
. (20.11)

The constant c̃ can be determined by comparing with (20.7) for r →∞. Using
Eq. (20.10), one finds

c̃ = 1− (2− β + γ)

(
a

r+
+

a

r−

)
. (20.12)

We are left with the following integral:

ϕ+ − ϕ− =
1√
c̃

∫ r+

r−

dr

r2

(
1 + γ

a

r

)[( 1

r−
− 1

r

)(
1

r
− 1

r+

)]−1/2

(20.13)

where the factor
(
1 + γ ar

)
comes from the expansion

√
A ' 1 + γ ar . In order to

evaluate this integral, we perform the following substitution:

1

r
=

1

2

(
1

r+
+

1

r−

)
+

1

2

(
1

r+
− 1

r−

)
sinψ (20.14)

where r+ and r− correspond to ψ = ±π
2 , respectively. With

d

(
1

r

)
= − 1

r2
dr =

1

2

(
1

r+
− 1

r−

)
cosψdψ (20.15)

1

r−
− 1

r
=

1

2

(
1

r−
− 1

r+

)
(1 + sinψ) (20.16)

1

r
− 1

r+
=

1

2

(
1

r−
− 1

r+

)
(1− sinψ) (20.17)

the integral (20.1) becomes

ϕ+ − ϕ− =
1√
c̃

∫ π/2

−π/2
dψ

[
1 + γ

a

r

(
1

r+
+

1

r−

)
+ γ

a

2

(
1

r+
− 1

r−

)
sinψ

]
=

π√
c̃

[
1 + γ

a

p

]
= π

[
1 +

1

2
(2− β + γ)

2a

p
+O

((
a

p

)2
)]
·
[
1 + γ

a

p

]

= π

[
1 + (2− β + 2γ)

a

p

]
+O

((
a

p

)2
)

(20.18)

where we introduced the parameter p of the the ellipse which is defined by

2

p
=

1

r+
+

1

r−
. (20.19)
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The precession of the perihelion during one orbit is thus given by

∆ϕ = 2(ϕ+ − ϕ−)− 2π

=
6πa

p

2− β + 2γ

3
. (20.20)

In GR (β = γ = 1) this reduces to

∆ϕ =
6πa

p
. (20.21)

[1ex]
In case of Mercury (p ' 55 · 106 km, 2a� ' 3 km, π = 180◦ · 3600′′) we find

(with β = γ = 1):

∆ϕMercury ' 0.104′′ (20.22)

per full orbit. In 100 years, Mercury orbits the Sun 415 times and the total
perihelion shift is ∆ϕ ' 43′′.

For more distant planets (Venus, ...), ∆ϕ is at most ∼ 5′′ per century. Al-
ready in 1882, Newcomb found a perihelion precession of 43′′ per century for
Mercury as due to the influence of the Sun. The full perihelion precession
amounts to 575′′ per century, 532′′ of which are due to the influence of other
planets (due to Newtonian gravity).

Modern measurements suggest that

2− β + 2γ

3
= 1.003± 0.005 (20.23)

in good agreement with GR. More recent experiments (radon echoes delay) with
the Cassini spacecraft even yield

|γ − 1| = (2.1± 2.3) · 10−5. (20.24)

20.1 Quadrupolmoment of the Sun

A quadrupolmoment of the Sun could also induce a perihelion precession of
Mercury. The mass quadrupolmoment of the Sun due to its rotation is

Q = J2M�R
2
� with J2 =

2

5

R|| −R⊥
R�

(20.25)

where R|| is the radius as measured to the poles of the Sun and R⊥ is the radius
in the equatorial plane. The induced gravitational potential in the orbital plane
of the planets (which is the equatorial plane of the Sun) is

φ(r) = −GM
r
− GQ

2r3
. (20.26)
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The additional term has the same r-dependence as the additional term which
is due to GR in Veff:

Veff −
l2

2r2
= −GM

r
− GMl2

c2r3
. (20.27)

In order to quantify the significance of the quadrupol-term (20.26) as compared

to the general relativistic correction GMl2

c2r3 , we calculate the relative strength

(using l ∼ pv and v2 ∼ GM
p ):

GQ

GM l2

c2

∼
J2R

2
�

p2 v2

c2

∼
J2R

2
�

pGM
c2

=
J2R

2
�

pa
. (20.28)

We see that the full perihelion precession is given by

∆ϕ =
6πa

p

(
2− β + 2γ

3︸ ︷︷ ︸
due to GR

+
J2R

2
�

2ap︸ ︷︷ ︸
due to rotation

)
. (20.29)

From observations, one finds J2 ∼ (1 − 1.7) · 10−7, so the additional term
(in case of Mercury) is

J2R
2
�

2ap
' 5 · 10−4. (20.30)

Since we know that the error in 2−β+2γ
3 is of the order 5 · 10−3, at most 1

10 of
the error in (20.23) can be due to a quadrupol moment of the Sun.

21 The Lie Derivative of the Metric and Killing Vec-
tors

Consider the Lie derivative of the metric tensor gµν in the direction of the
vectorfield K. According to Eq. (9.7), we get

LKgµν = gµν,kK
k + gµkK

k
,ν + gkνK

k
,µ

=
∂Kν

∂xµ
+
∂Kµ

∂xν
+Kk

[
∂gµν
∂xk

− ∂gkν
∂xµ

−
∂gµk
∂xν

]
=
∂Kν

∂xµ
+
∂Kµ

∂xν
− 2KkΓ

k
µν (21.1)

= Kν;µ +Kµ;ν (21.2)

where we used

Kk
,νgµk =

∂Kkgµk
∂xν

−Kk ∂gµk
∂xν

=
∂Kµ

∂xν
−Kk ∂gµk

∂xν
(21.3)
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in the second step. An infinitesimal coordinate transformation is a symmetry
of the metric if LKgµν = 0, i.e.

Kµ;ν +Kν;µ = 0 . (21.4)

Any 4-vector which satisfies this equation is called a Killing vector. The idea
is that Killing vector fields preserve the metric, i.e. flows of Killing vector fields
generate symmetries (continuous isometries) of the spacetime manifold: moving
every point of the manifold by the same amount in the direction of the flow of
the Killing field does not change the distance between any two points.

As an example consider a stationary gravitational field for which there ex-
ists a coordinate system {xµ} in which gµν does not depend on x0 = ct. As a
vector field take K = δµ0 ∂µ. Then K is obviously a Killing vector field as can
be seen by inserting it into Eq. (21.4).
The interpretation of this example is simple: If the metric doesn’t depend on
time, then the spacetime manifold has to have a Killing vector field which is
associated to time translations.

We notice that if K1 and K2 are Killing vector fields, then [K1,K2] is a
Killing vector field, as well. This is because from LKigµν , it follows that

0 = [LK1gµν , LK2gµν ] = L[K1,K2]gµν . (21.5)

We are used to the fact that symmetries of physical laws lead to conserved
quantities. In the present case, we mean by symmetries of the gravitational
field simply symmetries of the metric. The existence of Killing vectors will
therefore lead to conserved quantities. More precisely:
If Kµ is a Killing vector and xµ(τ) is a geodesic, then Kµẋ

µ is constant along
the geodesic. This can easily be verified:

d

dτ
Kµẋ

µ = (Kµ;ν ẋ
ν) ẋµ +Kµ ẋµ;ν︸︷︷︸

=0 (geodesic)

ẋν

=
1

2
(Kµ;ν +Kν;µ) ẋµẋν

= 0. (21.6)

Furthermore we note that if Tµν denotes the covariantly conserved energy-
momentum tensor (Tµν ;µ = 0), then Jµ = TµνKν is a covariantly conserved
current:

Jµ;µ = Tµν ;µ︸ ︷︷ ︸
=0

Kν + TµνKν;µ

=
1

2
Tµν (Kµ;ν +Kν;µ)

= 0 (21.7)

where we used the symmetry of Tµν .
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22 Maximally Symmetric Space

A maximally symmetric space is a space which allows for the maximum
number of Killing vectors (which turns out to be n(n+1)

2 for an n-dimensional
space).
A suitable description of “space” in a cosmological spacetime in the context of
the cosmological principle is given by homogeneous (“the same at every point“)
and isotropic (“the same in every direction”) spaces.

We know that (
[∇X ,∇Y ]−∇[X,Y ]

)
V λ = RλσµνX

µY νV σ (22.1)

where X = Xµ∂µ, Y = Y µ∂µ. Using

∇Y ν∂νV λ = Y ν∇∂νV λ = Y νV λ
;ν (22.2)

∇X∇Y V λ = XµY ν
;µV

λ
;ν +XµY νV λ

;ν;µ (22.3)

we thus find

[∇µ,∇ν ]V λ = RλσµνV
σ. (22.4)

Using the first Bianchi identity, one can show (no proof here) that for a Killing
vector Kµ, the following holds true:

∇λ∇µKν(x) = RρλµνKρ(x) (22.5)

for x = x0. Thus a Killing vector is completely determined everywhere by the
values of Kµ(x0) and ∇µKν(x0) at a single point x0.

A set of Killing vectors {K(i)
µ (x)} is said to be independent if any linear

relation of the form ∑
i

ciK
(i)
µ (x) = 0 (22.6)

with constant coefficients ci implies ci = 0. Obviously there can at most be n in-

dependent vectors K
(i)
µ (x0) at a spacetime point x0 if the space is n-dimensional.

Furthermore there can at most be n(n−1)
2 independent antisymmetric matrices

∇µK(i)
ν (x0). We draw the conclusion that in an n-dimensional spacetime there

can exist at most

n+
n(n− 1)

2
=
n(n+ 1)

2
(22.7)

independent Killing vectors. We distinguish the following cases:

• Homogeneous space: The n-dimensional spacetime admits n transla-
tional Killing vectors. This means that there exist infinitesimal isometries
in any arbitrary direction on the spacetime manifold.
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• Isotropic space: ∇µKν(x0) is an arbitrary antisymmetric matrix. We

can choose a set of n(n−1)
2 independent Killing vectors.

• Maximally symmetric space: A space with a metric and the maximum
number of n(n+1)

2 Killing vectors.

The Riemann curvature tensor looks simpler in maximally symmetric spaces.
One can show (without proof) that in maximally symmetric spaces

Rijkl = k(gikgjl − gilgjk) (22.8)

for some constant k. The Ricci tensor and scalar read then

Rij = (n− 1)kgij , (22.9)

R = n(n− 1)k. (22.10)

The Einstein tensor becomes

Gik = Rik −
1

2
Rgik = k(n− 1)

(
1− n

2

)
gik. (22.11)

From the Bianchi identity it follows that k is a constant.

In the following we consider spacetimes in which the metric is spherically
symmetric and homogeneous on each hypersurface of constant time. This as-
sumption of the spatial subspace of the spacetime manifold being maximally
symmetric, i.e. homogeneous and isotropic, is called cosmological principle. In
our case n = 4 and the maximally symmetric subspace is 3-dimensional. First,
we consider the metric of this 3-dimensional subspace:

dσ2 = A(r)dr2 + r2dΩ2 (22.12)

where dΩ2 = dθ2 + sin2 θdϕ2. For the Christoffel symbols, we can use our
previous results from the Schwarzschild solution with B(r) = 0:

Rrr = R11 =
A′

rA
(22.13)

Rθθ = R22 = − 1

A
+ 1 +

rA′

2A2
. (22.14)

On the other hand, we can compute the same quantities using Eq. (22.9):

Rrr = 2kA (22.15)

Rθθ = 2kgθθ = 2kr2. (22.16)

Comparing these results, we infer

2kA =
A′

rA
⇒ A′ = 2krA2 (22.17)
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and the second equation yields

2kr2 = − 1

A
+ 1 +

rA′

2A2

= − 1

A
+ 1 +

2kr2A2

2A2

=− 1

A
+ 1 + kr2 (22.18)

⇒ kr2 = − 1

A
+ 1 or A =

1

1− kr2
. (22.19)

This solves also Eq. (22.17). The metric on the 3-dimensional subspace (maxi-
mally symmetric) is

dσ2 =
dr2

1− kr2
+ r2 dΩ2︸︷︷︸

dθ2+sin2 θdϕ2

. (22.20)

It can be shown that k can have the following values:

k =


+1 (sphere with positive curvature)

−1 (hyperbolic space with negative curvature)

0 (plane with zero curvature).

(22.21)

The full metric (including time) takes the form

ds2 = c2dt2 − a2(t)

[
dr2

1− kr2
+ r2(dθ2 + sin2 θdϕ2)

]
(22.22)

where a(t) is the cosmic scale factor which will be determined by solving the
Einstein equations with the matter content of the universe.
This metric (First discovered by Friedmann-Lemâıtre-Robertson-Walker) is a
reasonable ansatz for describing the universe. There is good evidence that the
universe - on large scales - is surprisingly homogeneous and isotropic. Experi-
mental evidence for this is provided by by measurements of redshifts of galaxies
and cosmic microwave background radiation.

Note that we didn’t use the field equations so far. We derived the met-
ric solely from some assumptions concerning the symmetry properties of the
underlying spacetime.

23 Friedmann Equations

We write the metric (22.22) as follows:

ds2 = c2dt2 − a2(t)g̃ijdx
idxj (23.1)

where the tilde refers to 3-dimensional quantities. The Christoffel symbols are
given by (notice that Γµ00 = 0)

Γijk = Γ̃ijk (23.2)

Γij0 =
ȧ

a
δij (23.3)

Γ0
ij = ȧag̃ij . (23.4)
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Therefore the relevant components of the Riemann tensor are

Ri0j0 = − ä
a
δij (23.5)

R0
i0j = aäg̃ij (23.6)

Rkikj = R̃ij + 2ȧ2g̃ij . (23.7)

We can now use R̃ij = 2kg̃ij (maximal symmetry of 3-dimensional subspace) to
compute Rµν . The nonzero components are

R00 = −3
ä

a
(23.8)

Rij = (aä+ 2ȧ2 + 2k)g̃ij =

(
ä

a
+ 2

ȧ2

a2
+

2k

a2

)
gij (23.9)

where gij = a2g̃ij . The Ricci scalar is

R =
6

a2
(aä+ ȧ2 + k) (23.10)

and the Einstein tensor takes the form

G00 = 3

(
ȧ2

a2
+

k

a2

)
(23.11)

G0i = 0 (23.12)

Gij = −
(

2
ä

a
+
ȧ2

a2
+

k

a2

)
gij . (23.13)

Now we have to specify the matter content which should be in accordance with
our assumption of homogeneity and isotropy. We treat the universe as a perfect
fluid consisting or a collection of non-interacting particles (galaxies). A perfect
fluid has the following energy-momentum tensor (cf. Eq. (14.17)):

Tµν =
( p
c2

+ ρ
)
uµuν − gµνp (23.14)

where p is the pressure, ρ is the energy density and uµ is the velocity field of the
fluid (for example, in the comoving coordinate system, we have uµ = (1, 0, 0, 0)).
We need some equation of state p = p(ρ), for example

p = ωρ (23.15)

where ω is the equation of state parameter. An example would be the case of
non-interacting particles where p = ω = 0 such that matter is referred to as
dust.
The trace of the energy-momentum tensor is (with c = 1)

Tµµ = ρ− 3p. (23.16)

In case of radiation, the energy-momentum tensor (as in Maxwell’s theory) is
traceless so that radiation is described by the equation of state

p =
1

3
ρ, (23.17)
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so ω = 1
3 .

As we will see, a cosmological constant Λ corresponds to a “matter”-contribution
with ω = −1.
Note that we have the following conservation law: From T νµ;µ = 0 we immedi-
ately infer T 0µ

;µ = 0 or

∂µT
µ0 + ΓµµνT

ν0 + Γ0
µνT

µν = 0. (23.18)

For a perfect fluid, this equation reads

∂tρ(t) + Γµµ0ρ+ Γ0
00ρ+ Γ0

ijT
ij = 0 (i, j = 1, 2, 3). (23.19)

Inserting the expressions for the Christoffel symbols (23.4), we get

ρ̇ = −3(ρ+ p)
ȧ

a
. (23.20)

For dust, this equation becomes

ρ̇

ρ
= −3

ȧ

a
. (23.21)

Integration yields

ρa3 = const. or ρ ∼ a−3. (23.22)

For a radiation dominated universe, we have p = ρ
3 and thus

ρ̇

ρ
= −4

ȧ

a
(23.23)

which leads to

ρa4 = const. or ρ ∼ a−4. (23.24)

More generally, one gets for (23.15)

ρa(t)3(1+ω) = const., (23.25)

so ρ is constant for ω = −1.

Recall the Einstein equations with cosmological constant Λ:

Gµν + Λgµν = −8πG

c4
Tµν . (23.26)

These equations finally read

−3
ä

a
= 4πG(ρ+ 3p)− Λ (23.27)(

ä

a
+ 2

ȧ2

a
+

2k

a2

)
= 4πG(ρ− p) + Λ. (23.28)

88



Additionally, we have Eq. (23.20) as a conservation law.
Using the first equation to eliminate ä from the second equation, one obtains
the Friedmann equations:

ȧ2

a2
+

k

a2
=

8πG

3
ρ+

Λ

3
(23.29)

−3
ä

a
= 4πG(ρ+ 3p)− Λ (23.30)

ρ̇ = −3(ρ+ p)
ȧ

a
. (23.31)

We introduce the Hubble parameter H(t) = ȧ(t)
a(t) and the deceleration pa-

rameter q(t) = −a(t)ä(t)
ȧ2(t)

. Present day values are denoted by H0 ≡ H(t0),

q0 ≡ q(t0) where t0 is the recent age of the universe. In terms of these parame-
ters, the Friedmann equations read

H2 =
8πG

3
ρ− k

a2
+

Λ

3

q =
1

3H2
(4πG(ρ+ 3p)− Λ)

d

dt
(ρa3) = −3Hpa3.

(23.32)

For vanishing cosmological constant (Λ = 0), we define the critical density

ρcrit = 3H2

8πG . The density parameter is defined as Ω = ρ
ρcrit

and we have

ρ < ρcrit ⇔ k = −1 (open universe)

ρ = ρcrit ⇔ k = 0 (flat universe)

ρ > ρcrit ⇔ k = +1 (closed universe)

(a “closed” universe is one which collapses after a finite time). The den-
sity receives contributions from ordinary baryonic matter (Ωbaryons ∼ 0.04),
dark matter (ΩDM ∼ 0.24) and dark energy from the cosmological constant
ΩΛ = ρΛ

ρcrit
∼ 0.72 with ρΛ = Λ

8πG . In total, Ω = Ωbaryons + ΩDM + ΩΛ ∼ 1.

We note that H−1
0 is related to the age of the universe. As far as we know,

H−1
0 ∼ 70 km

sec/Mpc , giving an age of ∼ 13.7 billion years.
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