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Why anti-particles? 

•  If DM annihilates (or decays)  
into charged particles  
we might observe them 

•  Most galactic cosmic rays (GCRs) 
are particles: p, N, e- 

•  S/B better anti-particle channels 



What we know about GCRs… 

!ree fundamental observations: 
 
1.  Particles, that are under-abundant in the solar system,  

are produced as secondaries by spallation. 

2.  !e local interstellar spectrum is a power law in rigidity; 
secondary spectra are softer than primary ones. 

3.  !e arrival directions of GCRs are distributed isotropically. 
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Isotropy 
•  charged particles interact resonantly with magnetic inhomogeneities 
  pitch-angle scattering 

•  isotropises distribution function 

•  leads to (rigidity-dependent) spatial di"usion 
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GCR sources 

supernova remnants as 
candidate sources of GCRs: 
•  energetics 
•  theory: 
•  evidence for high-energy 

electrons 
Koyama et al., Nature 378 
(1995) 255


Also sources of hadronic 
cosmic rays? 

Eriksen, et al., ApJ 728 (2011) L28+


R−Γ



Secondary-to-primary ratios 
•  secondaries not from sources but 

from spallation in ISM, e.g.  
 
 

•  primary produced with spectrum: 
 

•  di"usion rigidity dependent: 

•  propagated spectra: 

The corrections to the top of the atmosphere are made by con-
sidering separately the probability of charge-changing interactions
in the instrument and the atmosphere. The right panel of Fig. 6

clearly shows that events that have fragmented can be eliminated
with charge cuts. However, the efficiency of these cuts must be ac-
counted for in the analysis procedure.

Charge-changing interactions also occur in the atmosphere
above the instrument. Obviously, these events cannot be identified,
so a post-analysis correction must be applied using nuclear inter-
action models. For this purpose, we utilize both the partial cross-
section model of Tsao et al. [19] and GEANT4 nuclear interaction
simulations. These corrections become extremely important as
the elemental abundance ratios decline. For example, if 3% of car-
bon nuclei (Z = 6) change to boron (Z = 5) in the atmosphere above
our instrument this is a fairly negligible correction at 5 GeV/n,
where B/C ! 30%. At around !1 TeV/n, however, it becomes signif-
icant, since in this region B/C ! 5%.

Since it appears that the B/C ratio continues to decline relatively
steeply with energy, the accurate determination of this ratio by
balloon payloads will be intrinsically limited to the region below
a few hundred GeV/n because of uncertainties in these corrections.
Measurements well above these energies can probably only be
made successfully on a future space mission, where there are no
systematic limitations from atmospheric corrections.

There are several different uncertainties documented in the ta-
bles. For the energy values, the quoted errors are systematic – aris-
ing from the precision with which the data and simulation
response curves can be aligned. We estimate the fractional error
in this process to be !3%. In the response region where most of
these data were collected, this precision corresponds to an en-
ergy-scale uncertainty of !15%, as displayed in the tables.

The entries for the corrected abundance ratios feature both sta-
tistical and systematic errors. The statistical portion is derived in
the standard way by propagating the statistical errors of each ele-
ment in a ratio, using the original counts of events in the bins be-
fore deconvolution and before the atmospheric corrections. The
systematic errors in each ratio stem from two effects. The first
stems from residual uncertainty in the charge-dependent effi-
ciency of the selection cuts used to construct the ratios. There

Table 2
Table of measurements of nitrogen to oxygen ratio

Kinetic energy
(GeV/n)

Ratio N/O
measured

Ratio N/O corrected Energy range
(GeV/n)

1.4 ± 0.2 (sys.) 0.341 0.299 ± 0.006
(stat.) ± 0.03(sys.)

1–4

5.7 ± 0.9 (sys.) 0.286 0.246 ± 0.004
(stat.) ± 0.025(sys.)

4–16

23 ± 3 (sys.) 0.248 0.210 ± 0.009
(stat.) ± 0.02(sys.)

16–63

91 ± 14 (sys.) 0.211 0.174 ± 0.026
(stat.) ± 0.02(sys.)

63–251

363 ± 54 (sys.) 0.160 0.124 ± 0.072
(stat.) ± 0.01(sys.)

251–1000

1450 ± 217 (sys.) 0.083 0.050 ± 0.034
(stat.) ± 0.01 (sys.)

1000–4000

Table 3
Table of measurements of carbon to oxygen ratio

Kinetic energy
(GeV/n)

Ratio C/O
measured

Ratio C/O corrected Energy range
(GeV/n)

1.4 ± 0.2 (sys.) 1.19 1.10 ± 0.01
(stat.) ± 0.1(sys.)

1–4

5.7 ± 0.9 (sys.) 1.19 1.11 ± 0.01
(stat.) ± 0.1(sys.)

4–16

23 ± 3 (sys.) 1.25 1.16 ± 0.03
(stat.) ± 0.1(sys.)

16–63

91 ± 14 (sys.) 1.34 1.25 ± 0.10
(stat.) ± 0.1(sys.)

63–251

363 ± 54 (sys.) 1.35 1.25 ± 0.32
(stat.) ± 0.1(sys.)

251–1000

1450 ± 217 (sys.) 0.71 0.66 ± 0.41
(stat.) ± 0.1(sys.)

1000–4000
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Fig. 7. Measurements of the ratios of nuclei as a function of energy. Left: Filled circles show the ratio of boron to carbon vs. energy after corrections. The horizontal errors are
an estimate of the systematic error in the overall energy scale. The thin vertical lines correspond to the statistical error of the ratio and the grey bars show the systematic
uncertainty in the ratio. See text for details. The lines represent model calculations for various values of the magnetic-rigidity dependence parameter, d, in escape from the
Galaxy – as discussed in the text. These are; solid line d = 0.6, long-dashed line d = 0.333, short-dashed line d = 0.7. The stars are data from the space experiment, HEAO-3-C2
[5]. Right: Filled circles show the ratio of nitrogen to oxygen vs. energy after corrections. The error bars and data points are as in the left panel. The lines represent model
calculations of this ratio with the escape parameter d = 0.6 (solid line in the top left-hand panel). The different curves correspond to different assumptions on the amount of
nitrogen in the source material. These are; solid line source N/O = 10%, long-dashed line source N/O = 5%, short-dashed line N/O = 15%.

H.S. Ahn et al. / Astroparticle Physics 30 (2008) 133–141 139

H. S. Ahn et al., Astropart. Phys. 30 (2008) 133


D� ∝ Rδ

C ∝ R−Γ−δ

B ∝ R−Γ−2δ

B/C ∝ R−δ

C ∝ R−Γ

C+ pISM or HeISM → B+X



Parameter studies 
transport equation can be solved (semi-)analytically (USINE)  
or fully numerically (GALPROP, DRAGON) The Astrophysical Journal, 729:106 (16pp), 2011 March 10 Trotta et al.
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Figure 3. Two-dimensional marginalized posterior probability distributions for some parameter combinations. The yellow and blue regions enclose 68% and 95%
probability, respectively. The encircled red cross is the best fit, the filled green dot the posterior mean.
(A color version of this figure is available in the online journal.)

5.3. Quality of Best-fit Model

We now assess the quality of our best-fit model. Define the
χ2 as

χ2 ≡
5∑

j=1

Nj∑

i=1

(
ΦX(Ei, Θ,φ) − Φ̂ij

X

)2

σ 2
ij /τj

, (18)

i.e., we compute the χ2 using the rescaled error bars for the
data points (note that the χ2 #= −2 log P (D|Θ,φ, τ ), i.e., the
χ2 is not minus twice the log-likelihood because of the pre-
factor containing τappearing in Equation (8)). There are N = 76
total data points and M = 16 fitted parameters, including both
the modulation and the error rescaling parameters. Therefore,
the number of degrees of freedom (dof) is 60, and for the
best-fit model we find χ2 = 69.3, which leads to a reduced
chi-squared χ2/dof = 68/60 = 1.15. This is not surprising,
since by construction the error bar rescaling parameters, τ , are
adjusted dynamically during the global fit to achieve this. A
more detailed breakdown of the contribution to the total χ2 by
data set is given in Table 3.

The predictions for the fitted CR spectra of the best-fit model
parameters are shown in Figures 4–6, including an error band
delimiting the 68% and 95% probability regions. The species
shown are B/C and 10Be/9Be ratios, and the spectra of carbon
and oxygen. In each plot, we show the spectrum modulated with
the potential corresponding to our best-fit parameters from our
global fits for each of the data sets employed. We also show
the data sets, each with error bars enlarged by the best-fit value
of our scaling parameters, τ , as given in Table 2. The yellow/
blue band delimits regions of 68% and 95% probability, and is
modulated according to the potential given in the each panel.
We emphasize that the power of our statistical technique is
such that we can, for the first time, provide not only a best-
fit model but also an error band with a well-defined statistical
meaning.

In order to better visualize the comparison of our best-fit
model to the fitted data, we plot in the bottom part of each panel
the best-fit residuals, i.e., the difference between data and best-
fit model, divided by the experimental error bar (enlarged by the
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However, secondary-to-primary ratios depend on                degeneracy 
   need separate measurement of         to break degeneracy 

R. Trotta et al., ApJ 729 (2011) 106




u = 0 . . . 20 km s−1

•  di"usion coe#cient                  
–  spectral index:  
–  normalisation 

•  halo height 
•  convection velocity 
•  reacceleration velocity 
•  solar modulation 

–  force-$eld approximation:  
–  importance up to TeV energies?! 
–  charge-sign dependence? 

D�;

Parameters 

D0 ≈ 8× 1028 cm2s−1 ≈ 0.3 kpc2 Myr−1

zh = 3 . . . 10 kpc

vA = 0 . . . 50 km s−1

Φ = a few hundred MeV
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Figure 1: The spectra of protons and helium nuclei (at the left) and the ratio
of the pronon flux the helium flux (at the right)
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Figure 2: The spectra of even nuclei: C, O, Ne, Mg, Si, Fe.

6

Discrepant hardening 
L92 AHN ET AL. Vol. 714

Energy (GeV/nucleon)

-110 1 10 210 310 410 510 610

1.
5

 (G
eV

/n
uc

le
on

)
-1

-s
-s

r)
2

 (m
2.

5
 E×

Fl
ux

-810

-710

-610

-510

-410

-310

-210

-110

1

10

210

310

He

C

-210× 5×O

-310× 5×Ne

-410×Mg

-610× 5×Si

-710×Fe

Figure 4. Compilation of helium and heavier nuclei data. The CREAM
elemental fluxes are compared with selected previous data (Asakimori et al.
1998; Derbina et al. 2005; Zei et al. 2008; Ahn et al. 2008a; Alcaraz et al.
2000; Panov et al. 2009): CREAM-1 (filled circles), CREAM-2 (filled squares),
AMS (stars), BESS (open squares), JACEE (X), RUNJOB (inverted triangles),
HEAO-3 (asterisks), CRN (open crosses), TRACER (triangles), and ATIC-
2 (diamonds). The data for elements heavier than C were multiplied by the
indicated factors to separate their fluxes in the figure. The error bars represent
one standard deviation, which is not visible when smaller than the symbol size.

power-law fit (Ahn et al. 2009b), but the data above 200 GeV/
nucleon tend to be systematically higher than a single power-
law fit indicates. A broken power law gives a better fit to our
data. Note that the JACEE and RUNJOB experiments did not
report spectra of individual elements heavier than helium.

Considering the limited statistics, we investigated broken
power law fits with the spectral indices γ 1 and γ 2, respectively,
below and above 200 GeV/nucleon. Within the current statistics,
the fits and their significance are nearly the same for any
breakpoint in the range 200–250 GeV/nucleon. The broken
power-law fits for elements heavier than carbon were normalized
to the carbon fit. The resulting fit indices shown in Figure 5 are
γ 1 = −2.77 ± 0.03 and γ 2 = −2.56 ± 0.04, which differ by
4.2σ . The spectral index γ 1 is consistent with the low-energy
helium measurements, e.g., the AMS index of −2.74 ± 0.01,
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Figure 5. Broken power-law fit to helium and heavier nuclei data. The lines
for helium represent a power-law fit to AMS (open stars) and CREAM (filled
circles) data, respectively. Also shown are helium data from other experiments:
BESS (open squares), ATIC-2 (open diamonds), JACEE (X), and RUNJOB
(open inverted triangles). Some of the overlapping BESS and AMS data points
are not shown to achieve better clarity. The lines for C-Fe data represent a broken
power-law fit to the CREAM heavy nuclei data: carbon (open circles), oxygen
(filled squares), neon (open crosses), magnesium (open triangles), silicon (filled
diamonds), and iron (asterisks).

whereas γ 2 agrees remarkably well with our CREAM helium
index of −2.58 ± 0.02 at higher energies. We note that the
experiment-to-experiment index variations for the low-energy
data are slightly larger than their quoted fit errors, probably due
to different energy ranges for their fits and residual effects of
solar modulation.

4. DISCUSSION

An explanation for the difference between proton and helium
spectra could be that they are coming from different types
of sources or acceleration sites. For example, protons might
come mainly from the supernova explosion of a low-mass star
directly into the interstellar medium. Helium and heavier nuclei
might come mainly from the explosion of a massive star into
the atmosphere swept out by the progenitor star rather than
directly into the general interstellar medium (Biermann 1993).
The strong stellar wind of the massive star would be magnetic
and enriched by mass ejections that expose its deeper layers. The
acceleration rate could be determined at first by the magnetic
field of the progenitor’s wind, which might be significantly
higher than the magnetic field in the interstellar medium. In
this case, the resulting spectra of helium and heavier nuclei
from the wind would be harder than the spectrum of protons
originating from a low-mass star explosion into the interstellar
medium.

The spectral hardening observed above ∼200 GeV/nucleon
could result from a nearby isolated supernova remnant, or it
could be the effect of distributed acceleration by multiple rem-
nants embedded in a turbulent stellar association (Medina-Tanco
& Opher 1993). Most massive stars are born in associations,
and they evolve quickly enough to explode as supernovae in the
vicinity of their parent molecular cloud. The dynamic effect of

A. D. Panov et al., astro-ph/0612377
 H. S. Ahn et al., ApJ 714, L89 (2010)




Discrepant hardening 

spectral break also 
observed with high 
signi$cance (  
95% C.L.) in 
protons 
(@ 230 GeV, 
2.85  2.67)  
and Helium 
(@ 240 GeV, 
2.77  2.48) 
O. Adriani et al. 
Science 332, 69 
(2011)


2:77 T 0:03(stat) T 0:004(syst). We applied
Fisher’s andStudent’s t tests to the single–power-law
hypothesis in the range 30 to 230 GV for both
protons and helium [see section 5 of the sup-
porting online material (SOM) for details]. This
hypothesis is rejected at the 95% confidence level
(CL). Considering the same rigidity interval in
terms of kinetic energy per nucleon, the Fisher’s
and Student’s t tests reject a single–power-law
hypothesis at 99.7% CL.

At 230 to 240 GV, the proton and helium data
exhibit an abrupt spectral hardening. Applying
Fisher’s test and Student’s t test to the proton
spectrum above 80 GV, the single–power-law
hypothesis is rejected at 99.7% CL if only sta-
tistical errors are considered. A similar result is
obtained if the fluxes are increased in line with
the systematic uncertainties. If the fluxes are
instead decreased, the single–power-law hypoth-
esis is rejected at 95% CL. The hardening of the

proton spectrum occurs at232þ35
−30 GVwith change

of spectral index from gR80−232GV;p ¼ 2:85 T
0:015(stat) T 0:004(syst) to gR>232GV;p ¼ 2:67 T
0:03 T 0:05. For the helium data, the single–
power-law hypothesis is rejected at 95% CL
with spectral hardening setting in at 243þ27

−31
GV and a corresponding change of spectral in-
dex of gR80−240GV;He ¼ 2:766 T 0:01 T 0:027 and
gR>243GV;He ¼ 2:477 T 0:06 T 0:03. As a con-
sistency check, we repeated this analysis with
the three highest-energy data points excluded;
no changes in the proton and helium results were
observed. We obtained similar results when we
used alternative statistical methods such as the
cumulative sum test (see section 5.4 in the SOM).

One of the most notable features of the cos-
mic rays before PAMELA observations was their
apparently featureless energy spectra. Until now,
single power laws, as predicted by the shock dif-
fusion acceleration model and diffusive propaga-
tion in the Galaxy [see (25) for a recent review],
could reproduce spectra using similar spectral
indices (a fit to the experimental data yields
g ≃ 2:7) for protons and heavier nuclei up to
energies of about ≈1015 eV (the so-called “knee”
region). Such assumptions are routinely incorpo-
rated into commonly used propagation models
such as GALPROP (4), which is widely con-
sidered to be the standard model of cosmic-ray
acceleration and propagation. Our results chal-
lenge this scenario (26). As can be seen in Figs. 2
and 3, the GALPROP calculation does not re-
produce PAMELA data across the full-rigidity
region. Moreover, it is difficult, even with recent
models of nonlinear shock acceleration (27, 28),
to produce significant differences in the proton and
helium spectra as low as a few tens of gigavolts.

The hardening in the spectra observed by
PAMELA around 200 GV could be interpreted as
an indication of different populations of cosmic-
ray sources. As an example of amultisourcemodel,
Fig. 2 shows a comparison with a calculation by
Zatsepin and Sokolskaya (29) (blue curves), which
was put forward to explain ATIC-2 data (16) and
considered novae stars and explosions in super-
bubbles as additional cosmic-ray sources. The pa-
rameters of themodel were fitted tomatchATIC-2
data and, consequently, are in disagreement with
PAMELA data in absolute fluxes and the ratio.
If the parameters of this model are fitted to the
PAMELA data, the agreement can be greatly im-
proved (red curves in Figs. 2 and 3). CREAM
also reported a direct measurement, albeit with
a low statistical and systematic significance, of
a change of the slope for nuclei (Z ≥ 3) at 200
GeV per nucleon; that is, at a higher rigidity
ð≃ 400 GVÞ than our observed break in the he-
lium spectrum.

An indication that proton and helium have dif-
ferent spectral indices at high energy (~10 TeV)
was reported by JACEE (18). More recently,
CREAM (17)—also using AMS (alpha magnetic
spectrometer) (24) and BESS (balloon-borne
experiments with a superconducting spectrometer)
(30) data—indirectly inferred that spectral defor-
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Fig. 3. Ratio of the flux between proton and helium data of PAMELA versus rigidity. The gray shaded area
represents the estimated systematic uncertainty. Lines show the fit using a single power law (describing
the difference of the two spectral indices) and the GALPROP (36) and Zatsepin models with the original
values of the paper (29) fitted to the data. Details of the models are presented in tables S1 and S2.
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IC443: Abdo et al., ApJ 712 (2010) 459
W44: Abdo et al., Science 327 (2010) 1103
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FIG. 1: Map of significances for the Milagro data set without any cuts to remove the hadronic cosmic-ray background. A
10◦ bin was used to smooth the data, and the color scale gives the significance. The solid line marks the Galactic plane, and
every 10◦ in Galactic latitude are shown by the dashed lines. The black dot marks the direction of the heliotail, which is the
direction opposite the motion of the solar system with respect to the local interstellar matter. The fractional excess of Region
A is ∼ 6 × 10−4, while for Region B it is ∼ 4 × 10−4. The deep deficits bordering the regions of excess appear because the
background calculation has been raised by the excess.

background maps are smoothed with a square bin of size
2.1◦/ cos(δ) in RA by 2.1◦ in Declination (δ), which is op-
timal for Milagro’s angular resolution. However, the bin
size may be increased to improve the sensitivity to larger
features, with a maximum size of about 10◦ for δ < 60◦

(for δ > 60◦, the RA bin width 10◦/ cos(δ) becomes too
large for the 30◦ background interval). The significance
is calculated using the method of Li and Ma [8].

The analysis has been applied to data collected be-
tween July 2000 and August 2007. Events were required
to have a zenith angle < 45◦ and nFit ≥ 20, where
nFit is the number of PMTs used in the angle fit. With
these cuts, the dataset consists of 2.2 × 1011 events with
a median energy of ∼ 1 TeV and an average angular
resolution of < 1◦. Figure 1 shows the map of signif-
icances made with 10◦ smoothing and no cuts to dis-
criminate gamma rays from charged cosmic rays. The
Cygnus Region, which has previously been shown to emit
TeV gamma rays [9], is clearly visible. The excesses la-
beled “Region A” and “Region B” are seen with peak
significances of 15.0σ and 12.7σ, respectively. These are
pre-trial significances because the location and extent of
the excesses were determined by examining the data. A
map such as shown in Figure 1 has a few 100,000 inde-
pendent bins, but given the high statistical significance
many maps could be examined and the post trials signif-
icance would be reduced by < 1σ. The fractional excess
relative to the cosmic-ray background is ∼ 6 × 10−4 for
Region A and ∼ 4 × 10−4 for Region B. Note that both
excesses are paralleled by regions of deep deficit; this is a
known effect of the analysis due to the fact that Regions
A and B are included in the background calculation of
neighboring areas in RA. Therefore, the excess raises the

background calculation above its actual value, resulting
in an apparent deficit.

Similarity is seen between the map in Figure 1 and
results from the Tibet ASγ collaboration [3, 10], but a
direct comparison cannot be made because the analysis
methods differ. For each band in δ, the Tibet analysis
measured the excess (or deficit) relative to the average
for that δ band, making it sensitive to the large-scale
anisotropy discussed in [3]. Smaller features, such as Re-
gions A and B, were superimposed on the large-scale vari-
ation, which is several times greater in amplitude. Con-
versely, in the analysis presented here, the excess/deficit
was measured with respect to the local background cal-
culation, which is determined from the data ±30◦ in RA.
This is illustrated in Figure 2, which shows the data and
background calculation versus RA for a 10◦ band in dec-
lination without any smoothing applied to the data. The
large-scale variation dominates the figure, but the back-
ground calculation makes the analysis sensitive only to
features with an extent smaller than ∼ 30◦ in RA. It is
noteworthy that the Tibet AS γ collaboration has devel-
oped a model for the large-scale structure, and the resid-
ual map after subtracting that model from their data
shows excesses similar to Regions A and B [10].

To estimate the extent of Region A, an elliptical Gaus-
sian was fit to the excess map of the data in 0.1◦ bins
prior to smoothing. The fit, which accounted for the
change in sensitivity with declination, returned a cen-
troid of RA = 69.4◦±0.7◦, δ = 13.8◦±0.7◦, a half width
of 2.6◦±0.3◦, a half length of 7.6◦±1.1◦, and an angle of
46◦ ± 4◦ with respect to the RA axis. It is important to
note that this fit focused on a “hot spot” in the general
excess of Region A, but there is still excess extending to

Anisotropies 

•  for                  , (dipole-)anisotropy 
should also increase           ; 
however, observationally much 
smaller 

•  even more puzzling, at tens of 
TeV several experiments have 
observed anisotropies at the level 
of 10-4 on scales down to 5° 

– 21 –

Fig. 7.— Left: Residual intensity map plotted with 20◦ smoothing. Right: Significances of the

residual map (pre-trials), plotted with 20◦ smoothing.

region right ascension declination optimal scale peak significance post-trials

1 (122.4+4.1
−4.7)

◦ (−47.4+7.5
−3.2)

◦ 22◦ 7.0σ 5.3σ

2 (263.0+3.7
−3.8)

◦ (−44.1+5.3
−5.1)

◦ 13◦ 6.7σ 4.9σ

3 (201.6+6.0
−1.1)

◦ (−37.0+2.2
−1.9)

◦ 11◦ 6.3σ 4.4σ

4 (332.4+9.5
−7.1)

◦ (−70.0+4.2
−7.6)

◦ 12◦ 6.2σ 4.2σ

5 (217.7+10.2
−7.8 )◦ (−70.0+3.6

−2.3)
◦ 12◦ −6.4σ −4.5σ

6 (77.6+3.9
−8.4)

◦ (−31.9+3.2
−8.6)

◦ 13◦ −6.1σ −4.1σ

7 (308.2+4.8
−7.7)

◦ (−34.5+9.6
−6.9)

◦ 20◦ −6.1σ −4.1σ

8 (166.5+4.5
−5.7)

◦ (−37.2+5.0
−5.7)

◦ 12◦ −6.0σ −4.0σ

Table 2: Location and optimal smoothing scale for regions of the IC59 skymap with a pre-trials

significance larger than ±5σ. The errors on the equatorial coordinates indicate the range over

which the significance drops by 1σ from the local extremum.

D� ∝ Rδ

∝ Rδ
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Anti-protons 
•  idea: background for         similar to other secondary-to-primary ratios 
•  current data can be $t well in usual propagation setup 
•  potentially quite robust constraints on DM annihilation cross section 
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Background uncertainties 

•  enveloppe from  
!(1000) models that 
reproduce B/C 

•  uncertainties  
–  ~30% up to 100 GeV 
–  up to a factor 3 at 1 TeV 

based on Bringmann & Salati, PRD 75 (2007) 083006




Example 1 
•  annihilation into      with thermal cross section 

                                                  is ruled out for light DM 
2
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FIG. 1. Left: Predictions of the primary antiproton flux for a 10 GeV WIMP annihilating into bb̄ pairs, for the NFW (CU10a)
and the Einasto (CU10b) profiles derived in [19]. The solid black curve is the secondary background predicted using the same
propagation setup [18]. Right: Impact (i) of imposing a core to the NFW case (CU10a versus CU10ā, dashed curve), (ii) of
increasing the solar modulation force field (dotted-dashed curves), and (iii) of decreasing the vertical halo boundary L from 4
to 3 kpc (dotted curve).

local if belonging to the energy range of interest here, say
below 10 GeV, than those of higher energies. Typically,
the propagation scale λ is set by the ratio of diffusion to
convection and spallation, and is of order of a very few
kpc for a 1 GeV antiproton, whatever λ < L [30]. Other-
wise, L provides an extra-limit to the propagation scale:
the probability to escape the diffusion halo strongly in-
creases for λ ! L, so that antiprotons can hardly come
from regions distant by more than a very few times L.

Concerning uncertainties in the cosmic-ray propaga-
tion parameters, L, as we stressed above, has the most
dramatic impact on dark matter signals. Nevertheless,
the recent MCMC analysis performed by PDM10 showed
that adopting a very small diffusive halo with L down to
1 kpc makes it very difficult to accommodate the cur-
rent cosmic-ray nuclei data. Moreover, large diffusion
halo models, as large as ∼ 10 kpc, are also preferred in
astrophysical studies of the high-latitude diffuse gamma-
ray emission measured by Fermi [31] (see e.g. [32]). This
minimal L of 1 kpc proposed in [14] was actually not re-
ally motivated by observational facts, but by the sake of
a very conservative approach. As independent hints in
this respect, it is indeed commonly observed that the ra-
dio halos of nearby spiral galaxies have sizes larger than
1 kpc (e.g. [33]), and a few kpc vertical extent is also fa-
vored by studies of the Galactic magnetic field (e.g. [34]).

In the following, we adopt the best-fit model derived
in [16], which is astonishingly close to the best-fit setup
derived in PDM10, in which the diffusion halo has a ver-
tical extent of L = 4 kpc, still much lower than what is

suggested by the diffuse gamma-ray interpretation. We
study a 10 GeV dark matter particle candidate, Majo-
rana fermion or scalar, with a thermal annihilation cross
section 〈σv〉 = 3× 10−26cm3/s, entirely annihilating into
bb̄ quark pairs — using other quark flavors would barely
change the antiproton production; furthermore, taking
a lower branching ratio into quarks would translate lin-
early into our analysis results. We have derived the injec-
tion antiproton spectrum with the public code PYTHIA
[35]. For the dark matter profile, we consider the NFW
and Einasto profiles constrained in CU10 and discussed
above, which we respectively denote CU10a and CU10b
in the following. We also investigate the potential effect
of imposing a 1 kpc core to the NFW case, which we
denote CU10ā.

In Fig. 1, we show the antiproton flux predictions at
the Earth obtained with the series of ingredients intro-
duced above. We also plot the secondary antiproton
background consistently derived within the same prop-
agation setup [18]. The data points are taken from [36–
41]. In the left panel, it clearly appears that the differ-
ence coming from using different halo profiles is negligible
— at the order of a few percents, hard to see from the
plot. This comes from the fact that the local normaliza-
tion of the dark matter density is quite the same, and
that the global shape does not differ significantly on the
kpc scale around the Earth. We note that the primary
contribution originating from dark matter annihilation
does exceed the secondary background1 below ∼ 2 GeV,
overshooting it by a factor up to almost 5 around 200

bb̄
�σv� = 3× 10−26 cm3 s−1

J. Lavalle, PRD 82 (2010) 081302!



Example 1 

•  light DM to explain/check 
DAMA, CoGent 

•  assume DM is scalar and has 
scalar contact interactions with 
quarks 

•  if couplings proportional to 
Yukawa couplings  thermal 
annihilation cross-sections 

similarly to the work by [102]. Yet even the thin diffusion
model excludes aWinoDM lighter than 300 (200)GeVat 3!
level for a Burkert (NFW) profile. Thus models such as
[27,28], that have been suggested by [37] to explain the
rise of the positron fraction measured by PAMELA [2] are
excluded. Note that the more conventional diffusion zone
KRA and KOL models exclude Wino DM up to 500 GeV.

In Fig. 9, we give the equivalent constraints for heavy
WIMPs that annihilate into "þ"" with the high energy
muons that are produced emitting EW gauge bosons which
are responsible for the antiproton yield [45]. While being
an important source, the emission of the gauge bosons is
not strong enough though, to exclude in most cases the
regions of parameter space compatible at 3! with the fit of
the PAMELA positron fraction and Fermi all-electron
measurement [103]. An interesting exception is the model
with high convection, which excludes to 3! most part of
the PAMELA 3! fit region above m# ¼ 1 TeV. Since the
presence of convection, hardens the !p fluxes, higher con-
vection models can draw tighter constraints on the heavier
DM models than low (or no) convection models do. This
can clearly be seen by comparing the 3! limits from the
convection model between Figs. 8–10. Thus to constrain
leptophilic heavy DM models, via !p, we need to quantify
better the level of convection in the Galaxy.

The updated upper limits fromARGO-YBJ [104] (see also
[105]) at 2 TeV ( !p=p $ 0:05) and 5 TeV ( !p=p $ 0:06) do
not put any tighter constraints on these heavyWIMPs either.
In Fig. 10 the results for a light WIMP annihilating to b !b (to
model for the cases of strong couplings to quarks) are pre-
sented. Also we show for comparison the favored/excluded
regions of annihilation cross sections connected to the

favored/excluded spin-independent elastic scattering cross
sections throughEq. (7). The couplings of theDMscalar$ to
the quarks cq—by contact interaction terms—are propor-
tional to the Yukawa couplings. We show the equivalent
region to the 90% C.L. favored region by CoGent in the
data released in 2010 [6] and their more recent 2011 results
[7], as well as the region favored by DAMA/LIBRA [5]
(without channeling). Independent studies have also ana-
lyzed the region favored by the CoGent data set where an
hint of annual modulation effect has been found, see, e.g.,
[50–52,106]. For instance, the results of Ref. [106] suggest a
slightly higher WIMP-nuclear scattering cross section,
which would also give in a slightly higher annihilation cross
section; in Fig. 10 we present only the lower overall region
related to [7]. Finally we give the equivalent to the recent
limit 90% C.L. from Xenon100 [49]. Our limits provide
complementary constraints to direct detection limits below
masses of 7 GeV. We note that, like Xenon100, our limits
from all the models apart from the THN (thin halo) exclude
the favored regions by CoGent and DAMA, while the THN
model excludes only theDAMA region. This result is similar
(but more constraining) to the result in [60] For a case where
the DM particle is a vector, having also couplings to the
Yukawa the CoGent and DAMA regions move down by a
factor of 3, which are still strongly constrained by the data
(for another analysis cross correlating antiproton and direct
detection data for light WIMPs, see also [107–109]).
Also recently, [110–112] have suggested the possibility

of reconciling the CoGent and DAMA favored regions with
the limits fromCDMS andXenon by having the coupling of

FIG. 9 (color online). Constraints for the heavy DM candidate
in "" channel. Colors are as in Fig. 2 (solid: Einasto profile,
dotted: NFW, dashed: Burkert). The orange shaded region is the
Fermi eþ þ e" data 3! fit region, and the green shaded region is
the PAMELA positron fraction 3! fit region [44]. The black line
gives the HESS 2! upper limits [103].

FIG. 10 (color online). Constraints for the light DM candidate
in b !b channel. Colors are as in Fig. 2 (solid: Einasto profile,
dotted: NFW, dashed: Burkert). Also shown for comparison the
favored regions of annihilation cross sections connected to the
90% C.L. favored spin-independent elastic scattering cross sec-
tions regions from CoGent [6,7], DAMA/LIBRA [5] and the
recent 90% C.L. limit from Xenon100 [49].
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Example 2 
•  pure wino LSP 
•  decays predominantly 
•  for 100 GeV masses either underabundant or non-thermal production 

IV. LOCALITY TESTS

To discuss the origin of the discrepancies in the ratio
between the signal from DM annihilations and the back-
ground from secondary production within the set of propaga-
tion models and dark matter distributions we are considering,
it is important to study the dependenceof the antiprotonfluxat
our location in the Galaxy as a function of the position where
the antiprotons are generated in the two cases.

We start by testing a close analogue in our numerical
solution of what would be the local response in the !p flux
to a point DM source of !p if we would implement a
solution of the propagation equation with the Green func-
tion method. Since we are working with a numerical code
which assumes cylindrical symmetry and finite step size
in radial ("R) and vertical ("z) directions, we define a
‘‘ringlike’’ source function on our grid:

Q !pðR; z; !R; !zÞ /
! 1
R"R"z ;

!R# "R=2<R< !Rþ "R=2 !z#"z=2< z < !zþ "z=2

0 otherwise
(20)

i.e., a source with ring shape and parallel to the Galactic
plane, which we will normalize setting to 1 the flux for a
‘‘ringlike’’ source of R ¼ R&. All results for DM compo-
nents shown in this section are obtained assuming the
200 GeV Wino model introduced above. However, since
the effect of energy redistributions are marginal for anti-
protons along propagation, the results we present in this
section are independent of this choice.

In Fig. 6 we plot the response on the local antiproton flux
to a DM source located at the galactocentric distance R and
vertical height z, for three different values of the kinetic
energy of the locally observed (propagated) !p, Ek ¼ 1, 10,
100 GeV. Remarkably, the relevance of distant sources is
very different for different propagation models which all
reproduce the B=C and other CR nuclear data. In particu-
lar, in the THN (green lines) and CON (grey lines) models,
which are characterized by a small normalization of the
diffusion coefficient, the relative !p flux decreases rapidly
with the source distance. For instance at Ek ¼ 10 GeV, the
!p flux arriving from R ¼ 5 kpc, is suppressed by a factor
of 100 compared to the local flux in the THN model (zt ¼
0:5 kpc), a factor of 8 in the KRA case (zt ¼ 4 kpc) and

only a factor of 5 in the THK model (zt ¼ 10 kpc). This is
expected since the THK model has the thickest diffusive
halo size and the largest D0, giving therefore the largest
contribution from distant sources. In the convective model,
instead, although we assumed the same halo thickness zt ¼
4 kpc as in the KRA and KOL models, the contribution of
the ring source depends strongly on its position relative to
ours. Again this is clear, as convection makes particles
escape faster away from the disk, as does a smaller value
of zt. Concerning the dependence of the !p flux on the
vertical position of the source, it is significant for small
radial coordinates R & 5 kpc, because the diffusion dis-
tance from there to the observation point at R ¼ 8:5 kpc
and z ¼ 0 increases significantly with z. We also notice
that as we increase the distance z of the source from the
galactic plane, (see solid vs dashed vs dotted-dashed lines
of Fig. 6), the drop of the !p flux relative to R ¼ 8:5 kpc is
smoother. Since we normalize to the flux at R ¼ 8:5 kpc
and z ¼ 0 kpc from a source at the same position, and
the diffusion coefficient increases exponentially with z
(as given in Eq. (17)) a significant fraction of injected !ps
at z ¼ 1, 2 kpc escapes before reaching z ¼ 0; e.g., for

FIG. 5 (color online). Left panel: Comparison of the local spectrum of antiprotons from 200 GeV Wino DM (!v ¼
2' 10#24 cm3 s#1) for different propagation models (the color coding is the same as in Fig. 2), assuming a modulation potential
as given in Table II and the three spherical halo model profiles introduced in Table I (solid: Einasto profile, dotted: NFW, dashed:
Burkert). Right panel: Fraction ratio between the different local spectrum and the KRA model. In some cases solid and dotted curves
coincide.
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•  for 100 GeV masses either underabundant or non-thermal production 
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To discuss the origin of the discrepancies in the ratio
between the signal from DM annihilations and the back-
ground from secondary production within the set of propaga-
tion models and dark matter distributions we are considering,
it is important to study the dependenceof the antiprotonfluxat
our location in the Galaxy as a function of the position where
the antiprotons are generated in the two cases.

We start by testing a close analogue in our numerical
solution of what would be the local response in the !p flux
to a point DM source of !p if we would implement a
solution of the propagation equation with the Green func-
tion method. Since we are working with a numerical code
which assumes cylindrical symmetry and finite step size
in radial ("R) and vertical ("z) directions, we define a
‘‘ringlike’’ source function on our grid:

Q !pðR; z; !R; !zÞ /
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i.e., a source with ring shape and parallel to the Galactic
plane, which we will normalize setting to 1 the flux for a
‘‘ringlike’’ source of R ¼ R&. All results for DM compo-
nents shown in this section are obtained assuming the
200 GeV Wino model introduced above. However, since
the effect of energy redistributions are marginal for anti-
protons along propagation, the results we present in this
section are independent of this choice.

In Fig. 6 we plot the response on the local antiproton flux
to a DM source located at the galactocentric distance R and
vertical height z, for three different values of the kinetic
energy of the locally observed (propagated) !p, Ek ¼ 1, 10,
100 GeV. Remarkably, the relevance of distant sources is
very different for different propagation models which all
reproduce the B=C and other CR nuclear data. In particu-
lar, in the THN (green lines) and CON (grey lines) models,
which are characterized by a small normalization of the
diffusion coefficient, the relative !p flux decreases rapidly
with the source distance. For instance at Ek ¼ 10 GeV, the
!p flux arriving from R ¼ 5 kpc, is suppressed by a factor
of 100 compared to the local flux in the THN model (zt ¼
0:5 kpc), a factor of 8 in the KRA case (zt ¼ 4 kpc) and

only a factor of 5 in the THK model (zt ¼ 10 kpc). This is
expected since the THK model has the thickest diffusive
halo size and the largest D0, giving therefore the largest
contribution from distant sources. In the convective model,
instead, although we assumed the same halo thickness zt ¼
4 kpc as in the KRA and KOL models, the contribution of
the ring source depends strongly on its position relative to
ours. Again this is clear, as convection makes particles
escape faster away from the disk, as does a smaller value
of zt. Concerning the dependence of the !p flux on the
vertical position of the source, it is significant for small
radial coordinates R & 5 kpc, because the diffusion dis-
tance from there to the observation point at R ¼ 8:5 kpc
and z ¼ 0 increases significantly with z. We also notice
that as we increase the distance z of the source from the
galactic plane, (see solid vs dashed vs dotted-dashed lines
of Fig. 6), the drop of the !p flux relative to R ¼ 8:5 kpc is
smoother. Since we normalize to the flux at R ¼ 8:5 kpc
and z ¼ 0 kpc from a source at the same position, and
the diffusion coefficient increases exponentially with z
(as given in Eq. (17)) a significant fraction of injected !ps
at z ¼ 1, 2 kpc escapes before reaching z ¼ 0; e.g., for

FIG. 5 (color online). Left panel: Comparison of the local spectrum of antiprotons from 200 GeV Wino DM (!v ¼
2' 10#24 cm3 s#1) for different propagation models (the color coding is the same as in Fig. 2), assuming a modulation potential
as given in Table II and the three spherical halo model profiles introduced in Table I (solid: Einasto profile, dotted: NFW, dashed:
Burkert). Right panel: Fraction ratio between the different local spectrum and the KRA model. In some cases solid and dotted curves
coincide.
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and our three reference spherical dark matter profile, by
requiring that the total antiproton flux is within 3! to the
combination of all the !p flux data points.

We clarify that those constraints are not the most conser-
vative constraints. In fact they are the strongest constraints
we could get, by having propagation models that fit already
the B=C flux ratio, the p and He fluxes and also give good fit
to the !p flux. Significantly weaker constraints on DM have
been drown by allowing for greater uncertainties in !p back-
ground flux [22,38,39]. The most conservative upper limits
on DM models come from being completely agnostic about
!p background fluxes, setting limits by demanding that the
DM !p flux does not exceed themeasured !p flux at any energy
by more than 3! [39]. Such a method provides more robust
constraints. On the other hand the advantage of ourmethod is
that it provides more realistic constraints.

In Fig. 8 we present our 3! limits with three different
spherical halo profiles (Einasto, NFW, Burkert), for the non-
thermal Wino DM models up to 500 GeV. The most tight
constraints come from the thick (THK) propagation model,
which probes a larger part of the dark halo, while the thin
halo, for the opposite reason gives the weakest constraints

FIG. 7 (color online). Ratio of the local flux obtained considering sources with distance smaller than RS to that obtained with
RS ¼ 1: up) primary protons (solid line) and secondary antiprotons (dotted); down) antiprotons from DM (solid: Einasto, dotted:
NFW, dashed: Burkert). From left to right the plots are for Ek ¼ 1, 10, 100 GeV. Color code is the same as in Fig. 2.

FIG. 8 (color online). Constraints for the Wino model as
function of the particle mass. The black line corresponds to
the cross section given in Eq. (1). Colors are as in Fig. 2 (solid:
Einasto profile, dotted: NFW, dashed: Burkert).
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injected !p at z ¼ 2 kpc, R ¼ 8 kpc and Ek ¼ 10 GeV, ’
50% of the !ps escape in the thick halo model THK, ’ 80%
in the KRA (intermediate halo) model and ’ 95% in the
THN (thin halo) model.2 We also note that, differently from
the case of e", in the antiproton (proton) case the diffusion
time scales (escape times) are typically much smaller than
the energy loss time scales (# E=ðdE=dtÞ). Within our
models where the diffusion coefficient scales as D# E!

with !> 0, higher energy CRs propagate via diffusion to
greater distances, which explains why the 100 GeV !p fluxes
are less local compared to the 1 GeV !p fluxes.

In Fig. 7 we introduce another more quantitative locality
test by showing the contribution to the local fluxes given by
sources located within a torus with axis at the Galactic
center and perpendicular to the galactic plane, with major
radius equal to our galactocentric distance R& and minor
radius (radius of the tube) equal to the parameter RS. For
RS ¼ R& essentially the whole source function is included
in the computation; we show results as normalized to this
case. In the top panels we present our results for CR
protons injected by SNRs and secondary antiprotons pro-
duced by CR spallation, while in lower panels those for
DM antiprotons computed for the Wino model and the
three spherically symmetric density profiles. As expected
also from Fig. 6, we see that for the THN and CON models
the CR proton and secondary antiproton fluxes reaching the
Earth are produced only within 3 kpc from the Earth; for
the other propagation models almost 90% of the local flux
is produced by SNRs or primary interactions within 6 kpc.

It is again evident that the antiproton flux from DM
annihilations is considerably more affected by the propa-
gation parameters. For the very thin model THN it is very
local irrespective of the DM halo profile and the energy of

the detected antiproton. For the convective model CON,
the relative contribution of local DM sources is still domi-
nant, especially for the cored Burkert DM profile and at
low energies. Remarkably, the DM distribution towards the
Galactic Center has little effect in the CON model. For the
other models the contribution of annihilations in regions
close to the Galactic center can be very large and is indeed
the dominant one for dark matter density profiles which are
peaked towards the Galactic center (the annihilation rate is
proportional to "2). One can also see small differences
between the Einasto and NFW profiles, which, as one can
see in Fig. 1, have sizable differences only for r & 100 pc.
A comparable analysis was already performed for semi-

analytic models in [100,101]. Even if the models consid-
ered in this paper are not directly comparable with their
setups, our results are compatible with their findings for
ordinary sources and we confirm that halo height is the
most important parameter in determining the locality of
exotic contributions.

V. LIMITS ON DM MODELS FROM
ANTIPROTON DATA

Since the !p produced in pp and pHe collisions in the
ISM contribute significantly to the local !p flux in the
observed energy range, providing a very good fit of cur-
rently available data, and WIMP annihilations can be in
principle a copious source of !p, antiprotons are a powerful
channel to set limits onWIMP DMmodels. Still, as we just
discussed, the prediction for the WIMP signal is severely
affected by uncertainties in the propagation model and the
DM distribution in the Galaxy. In the following, taking the
conventional astrophysical contribution (background) as
obtained in the five propagation models listed in Table II
(see also Figs. 2–7), we consider the three DM WIMP
scenarios introduced in Sec. II and derive constraints on
the DM annihilation cross section, for a specific DM mass

FIG. 6 (color online). Flux observed at Earth for a ‘‘ringlike’’ source located at distance R from the GC and z ¼ 0 (solid line), z ¼ 1
(dashed), z ¼ 2 (dashed-dotted), normalized to the flux for R ¼ R& and z ¼ 0. From left to right the plots are for propagated Ek ¼ 1,
10, 100 GeV. Color of lines represent different propagation models as in Fig. 2.

2In this case, for the THN model our simulation extended to a
height of 3 kpc away from the disk.
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and our three reference spherical dark matter profile, by
requiring that the total antiproton flux is within 3! to the
combination of all the !p flux data points.

We clarify that those constraints are not the most conser-
vative constraints. In fact they are the strongest constraints
we could get, by having propagation models that fit already
the B=C flux ratio, the p and He fluxes and also give good fit
to the !p flux. Significantly weaker constraints on DM have
been drown by allowing for greater uncertainties in !p back-
ground flux [22,38,39]. The most conservative upper limits
on DM models come from being completely agnostic about
!p background fluxes, setting limits by demanding that the
DM !p flux does not exceed themeasured !p flux at any energy
by more than 3! [39]. Such a method provides more robust
constraints. On the other hand the advantage of ourmethod is
that it provides more realistic constraints.

In Fig. 8 we present our 3! limits with three different
spherical halo profiles (Einasto, NFW, Burkert), for the non-
thermal Wino DM models up to 500 GeV. The most tight
constraints come from the thick (THK) propagation model,
which probes a larger part of the dark halo, while the thin
halo, for the opposite reason gives the weakest constraints

FIG. 7 (color online). Ratio of the local flux obtained considering sources with distance smaller than RS to that obtained with
RS ¼ 1: up) primary protons (solid line) and secondary antiprotons (dotted); down) antiprotons from DM (solid: Einasto, dotted:
NFW, dashed: Burkert). From left to right the plots are for Ek ¼ 1, 10, 100 GeV. Color code is the same as in Fig. 2.

FIG. 8 (color online). Constraints for the Wino model as
function of the particle mass. The black line corresponds to
the cross section given in Eq. (1). Colors are as in Fig. 2 (solid:
Einasto profile, dotted: NFW, dashed: Burkert).
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Example 3 

similarly to the work by [102]. Yet even the thin diffusion
model excludes aWinoDM lighter than 300 (200)GeVat 3!
level for a Burkert (NFW) profile. Thus models such as
[27,28], that have been suggested by [37] to explain the
rise of the positron fraction measured by PAMELA [2] are
excluded. Note that the more conventional diffusion zone
KRA and KOL models exclude Wino DM up to 500 GeV.

In Fig. 9, we give the equivalent constraints for heavy
WIMPs that annihilate into "þ"" with the high energy
muons that are produced emitting EW gauge bosons which
are responsible for the antiproton yield [45]. While being
an important source, the emission of the gauge bosons is
not strong enough though, to exclude in most cases the
regions of parameter space compatible at 3! with the fit of
the PAMELA positron fraction and Fermi all-electron
measurement [103]. An interesting exception is the model
with high convection, which excludes to 3! most part of
the PAMELA 3! fit region above m# ¼ 1 TeV. Since the
presence of convection, hardens the !p fluxes, higher con-
vection models can draw tighter constraints on the heavier
DM models than low (or no) convection models do. This
can clearly be seen by comparing the 3! limits from the
convection model between Figs. 8–10. Thus to constrain
leptophilic heavy DM models, via !p, we need to quantify
better the level of convection in the Galaxy.

The updated upper limits fromARGO-YBJ [104] (see also
[105]) at 2 TeV ( !p=p $ 0:05) and 5 TeV ( !p=p $ 0:06) do
not put any tighter constraints on these heavyWIMPs either.
In Fig. 10 the results for a light WIMP annihilating to b !b (to
model for the cases of strong couplings to quarks) are pre-
sented. Also we show for comparison the favored/excluded
regions of annihilation cross sections connected to the

favored/excluded spin-independent elastic scattering cross
sections throughEq. (7). The couplings of theDMscalar$ to
the quarks cq—by contact interaction terms—are propor-
tional to the Yukawa couplings. We show the equivalent
region to the 90% C.L. favored region by CoGent in the
data released in 2010 [6] and their more recent 2011 results
[7], as well as the region favored by DAMA/LIBRA [5]
(without channeling). Independent studies have also ana-
lyzed the region favored by the CoGent data set where an
hint of annual modulation effect has been found, see, e.g.,
[50–52,106]. For instance, the results of Ref. [106] suggest a
slightly higher WIMP-nuclear scattering cross section,
which would also give in a slightly higher annihilation cross
section; in Fig. 10 we present only the lower overall region
related to [7]. Finally we give the equivalent to the recent
limit 90% C.L. from Xenon100 [49]. Our limits provide
complementary constraints to direct detection limits below
masses of 7 GeV. We note that, like Xenon100, our limits
from all the models apart from the THN (thin halo) exclude
the favored regions by CoGent and DAMA, while the THN
model excludes only theDAMA region. This result is similar
(but more constraining) to the result in [60] For a case where
the DM particle is a vector, having also couplings to the
Yukawa the CoGent and DAMA regions move down by a
factor of 3, which are still strongly constrained by the data
(for another analysis cross correlating antiproton and direct
detection data for light WIMPs, see also [107–109]).
Also recently, [110–112] have suggested the possibility

of reconciling the CoGent and DAMA favored regions with
the limits fromCDMS andXenon by having the coupling of

FIG. 9 (color online). Constraints for the heavy DM candidate
in "" channel. Colors are as in Fig. 2 (solid: Einasto profile,
dotted: NFW, dashed: Burkert). The orange shaded region is the
Fermi eþ þ e" data 3! fit region, and the green shaded region is
the PAMELA positron fraction 3! fit region [44]. The black line
gives the HESS 2! upper limits [103].

FIG. 10 (color online). Constraints for the light DM candidate
in b !b channel. Colors are as in Fig. 2 (solid: Einasto profile,
dotted: NFW, dashed: Burkert). Also shown for comparison the
favored regions of annihilation cross sections connected to the
90% C.L. favored spin-independent elastic scattering cross sec-
tions regions from CoGent [6,7], DAMA/LIBRA [5] and the
recent 90% C.L. limit from Xenon100 [49].
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the PAMELA antiproton measurements. We then consider a
variety of annihilation channels and derive the maximal cross
sections allowed by the PAMELA antiproton data. Results are
expressed in units of the canonical thermal value of 3×10−26
cm3 s−1 and referred to as the boost factor hereafter. Because
couplings to u, d and s quarks are already severely constrained
by direct detection, we focus on c and b quarks. With the help
of a Monte Carlo Markov Chain, we delineate in Sec. III the
region of parameter space which saturates the upper bound on
the boost. Finally, in Sec. IV, we determine the number of
events associated with qq → FF , qq̄ → FF∗ and qg → F!
production at LHC and discuss the propects for detecting dark
matter related signatures at LHC. We conclude in Sec. V.

II. THE PAMELA ANTIPROTON CONSTRAINTS

The antiproton flux at the earth arises from two sources. Con-
ventional (secondary) antiprotons are produced by the inter-
actions of high energy cosmic ray protons and helium nuclei
with the gas of the galactic disc. The annihilation of hypothet-
ical dark matter species in the halo of theMilkyWay generates
additional (primary) antiprotons. To compute both signals, we
have considered the same propagation model as in [10] with
the parameters best fitting the boron to carbon ratio [11]. As
regards the secondary component, we have used the same lo-
cal proton and helium nuclei fluxes as in [12] together with
the radial distribution of SN remnants given by [13] to retro-
propagate these fluxes all over the diffusive halo.
Concerning the primaries, we have considered a dark
matter halo computed by [14] with a local density of
"% = 0.3 GeVcm−3. The distance from the earth to the
galactic center is 8.5 kpc. The annihilation cross section is set
to the conventional thermal value mentioned above. We have
determined the boost by which that value can be increased
without exceeding the PAMELA data. We have scanned the
WIMP mass from 100 GeV to 1 TeV and considered dif-
ferent annihilation channels. For each channel, the antipro-
ton spectrum before propagation has been calculated with the
PYTHIA 6.4 program [15]. The results are summed up in
Tab. I.

u ū d d̄ s s̄ c c̄ b b̄ g g h h Z0 Z0 W+W−

100 2 2 2 2 3 2
200 4 3 3 5 6 3 6 6
300 5 4 4 5 9 5 9 9 7
400 6 5 5 6 10 6 14 9 8
500 7 6 7 8 11 7 14 11 9
600 8 8 8 9 12 7 15 12 11
700 10 9 10 11 13 8 16 1 4 13
800 12 11 11 12 15 9 17 16 16
900 14 13 13 1 4 17 10 19 19 18
1000 16 15 15 16 19 11 21 22 21

TABLE I: Maximum annihilation cross section allowed by the
PAMELA antiproton measurements for various WIMP masses and
different annihilation channels. This cross section is expressed in
units of the canonical value of 3×10−26 cm3 s−1.

These constraints are quite severe. However, antiproton flux
calculations suffer from a lot of uncertainties and changing
some of the choices we made may affect these results. As
recalled in [16] the local value of the dark matter density is not
very well constrained and in fact lies in [0.2;0.9] GeV cm−3.
The primary antiproton flux being proportional to the square
of the local density, one can divide all the results of Tab. I by
a factor ranging from ∼ 0.4 to 9. The other uncertainties are
summed up in Tab. II.

ref 1 2 3 4 5 6 7

100 3 28 2 4 4 6 2 2
200 6 60 3 8 6 11 3 4
300 9 90 4 13 10 18 5 5
400 10 130 4 15 11 22 7 6
500 11 150 4 16 12 23 9 6
600 12 170 4 18 13 26 10 7
700 13 190 5 20 15 29 11 8
800 15 220 6 23 17 33 12 9
900 17 240 6 26 19 38 14 10
1000 19 270 7 29 21 42 16 11

TABLE II: Maximum boost (i.e. annihilation cross–section in units
of the canonical thermal value of 3× 10−26 cm3 s−1) allowed by
the PAMELA antiproton measurements for various WIMP masses
in the case of annihilation into bb̄ pairs when varying the parame-
ters. Cases 1 and 2 correspond to extreme propagation parameters in
agreement with B/C. For case 2 the boost has been rounded to the
closest decade. Cases 3, 4 and 5 correspond to various dark matter
halo profiles : NFW [17] (3), Moore [18] (4) and an isothermal cored
profile (5). Cases 6 and 7 correspond to alternative fits of the injec-
tion proton and helium nuclei spectra respectively proposed by [10]
and [19].

One should notice that for most cases, the constraints come
from the point of highest energy (61.2 GeV) published by
PAMELA. This point is the one that suffers the biggest statis-
tical error and its systematic error is unknown yet. Hence the
results may change with future publication of new PAMELA
data. Indeed the current data correspond to only 500 days of
data collection starting the 15th of June 2006 but the satel-
lite is still in orbit and should carry on taking data for at least
few more months. Moreover, the uncertainty related to the
injection spectra should diminish as soon as absolute fluxes
for protons and antiprotons are published. Finally, new data
are also expected from PAMELA for the boron to carbon ra-
tio that should help us limit the uncertainties on propagation
parameters.

III. THE MCMC AND THE ALLOWED REGION IN
PARAMETER SPACE

To find the region of parameter space that reproduces the boost
factor as determined in the previous section, we perform a
Markov Chain Monte Carlo search. The free parameters of
our benchmark model are a priori the dark matter mass, the
masses of the heavy scalar partners Fq, and their couplings cqL
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Caveats 
•  non-standard di"usion models, e.g. z-dependent di"usion coe#cient 

Perelstein & Shakya, PRD 83 (2011) 123508; Evoli et al., PRD 85 (2011) 123511


•  break in primary spectra: local source  error in secondary prediction up to 
30% at 1 TeV Donato & Serpico, PRD 83 (2010) 023014 


•  nearby clumps/subhalos:
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Fig. 6. Extreme cases for the DM configurations: sub-halo antimatter fluxes associated with the maximal, intermediate and minimal DM config-
urations (medium set of propagation parameters). Left/right: fluxes/boosts and corresponding 1 − σ contours. Top/bottom: positrons/anti-protons.
See the details in the text.
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Fig. 7. Ratio of MC over semi-analytic results for the anti-proton flux
and associated variance.

6.1. Mass-related effects

Once the space distribution of sub-halos and the propagation
model are fixed, the propagator mean value 〈G̃〉V of the sub-halo

flux Eq. (60) is fully determined, as well as its statistical fluc-
tuation σG. Hence, provided the WIMP model is also fixed, the
only differences from one sub-halo configuration to another will
be the averaged total amount of antimatter yielded by clumps,
given by the integrated clump luminosity Lcl ≡ Ncl × 〈ξ〉M , and
its associated fluctuations. Such a quantity depends on two pa-
rameters only: Mmin and αm (plus the concentration-mass rela-
tion, plus the choice of the inner sub-halo profile). A decrease
of Mmin enhances the total number of clumps in the Galaxy, and
an increase of αm raises the relative density of light compared to
heavy objects (and the total luminosity accordingly because the
clump number density is normalised with respect to the heaviest
clumps, as given in Eq. (17)). More precisely, we find the lu-
minosity to approximately scale with Mminonly logarithmically
(see the details in Appendix B.1) like:

Lcl ∝ Mαm−1
ref × ln (Mmax/Mmin). (79)

Therefore, we do not expect a large variation when spanning
(αm, Mmin) from the minimal (1.8 × 106 M') to the maximal
(2 × 10−6 M') parameter sets. Actually, we find the total lumi-
nosity to drop by a factor of ∼40 only, while running the number
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6.1. Mass-related effects

Once the space distribution of sub-halos and the propagation
model are fixed, the propagator mean value 〈G̃〉V of the sub-halo

flux Eq. (60) is fully determined, as well as its statistical fluc-
tuation σG. Hence, provided the WIMP model is also fixed, the
only differences from one sub-halo configuration to another will
be the averaged total amount of antimatter yielded by clumps,
given by the integrated clump luminosity Lcl ≡ Ncl × 〈ξ〉M , and
its associated fluctuations. Such a quantity depends on two pa-
rameters only: Mmin and αm (plus the concentration-mass rela-
tion, plus the choice of the inner sub-halo profile). A decrease
of Mmin enhances the total number of clumps in the Galaxy, and
an increase of αm raises the relative density of light compared to
heavy objects (and the total luminosity accordingly because the
clump number density is normalised with respect to the heaviest
clumps, as given in Eq. (17)). More precisely, we find the lu-
minosity to approximately scale with Mminonly logarithmically
(see the details in Appendix B.1) like:

Lcl ∝ Mαm−1
ref × ln (Mmax/Mmin). (79)

Therefore, we do not expect a large variation when spanning
(αm, Mmin) from the minimal (1.8 × 106 M') to the maximal
(2 × 10−6 M') parameter sets. Actually, we find the total lumi-
nosity to drop by a factor of ∼40 only, while running the number
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Figure 1. DM annihilation/decay initially produces a hard positron-electron pair. The spectrum of

the hard objects is altered by electroweak virtual corrections (green photon line) and real Z emission.

The Z decays hadronically through a qq̄ pair and produces a great number of much softer objects,

among which an antiproton and two pions; the latter cascade decay to softer γs and leptons.

• Secondly, and perhaps more importantly: since all SM particles are charged under the

SU(2)L ⊗ U(1)Y group, including electroweak corrections opens new channels in the

final states which otherwise would be forbidden if such corrections are neglected. In

other words, since electroweak corrections link all SM particles, all stable particles will

be present in the final spectrum, independently of the primary annihilation channel

considered.

To illustrate these facts, consider for instance a heavy DM annihilation producing an electron-

positron pair, see figure 1. Clearly, as long as one does not take into account weak interactions,

only the leptonic channel is active and no antiproton is present in the final products. However,

at very high energies there is a probability of order unity that the positron radiates a Z or

a W . While the spectrum of the hard positron is not much altered by virtual and real

radiative corrections (see [16]), the Z radiation opens the hadronic channel: for instance,

antiprotons are produced in the Z decay. Moreover, also a large number of pions are produced,

which in turn decay to photons (π0 → γγ) and to low energy positrons (through the chain

π+ → µ+
+X → e+

+X). At every step, energy is degraded. Because of the large multiplicity

in the final states, the total Z energy (already smaller than the hard M scale) is distributed

among a large number of objects, thus greatly enhancing the signal in the (10 − 100) GeV

region that is measured by present-day experiments, like PAMELA.

A given particle (say, a Z boson) is initially produced by the DM DM annihilation with

a high value of virtuality,
1

of the order of the TeV scale DM mass M . The particle starts then

radiating weak gauge bosons and other SM particles losing virtuality. The various processes

of radiation are described by fragmentation functions DEW
(x, µ2

) that evolve with the energy

scale µ2
according to a set of integro-differential electroweak equations [17]. When a value

of virtuality of the order of the weak scale µ = MW is reached, the Z boson is on shell and

decays. The subsequent QCD showering may be described with QCD traditional MonteCarlo

(MC) generator tools, like PYTHIA.

At tree level, the spectra of hard objects emerging from DM annihilation are simply

proportional to δ(1− x), where x is the fraction of center-of-mass energy carried by a given

1By “virtuality” here we mean p2 −m2, p being the particle momentum and m its mass.
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Electroweak corrections 
•  naively might expect electroweak 

corrections to be negligible: 
                             or  

•  for 100 GeV typically of                   ; 
even at a few TeV only  

•  but: 
–  evade helicity suppression 

see e.g. Bell, Dent, Jacques, Weiler


–  prevents leptophilic or 
hadrophobic models 

–  changes spectral shape 

O(0.1)%
O(30)%
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Figure 3. Comparison between spectra with (continuous lines) and without EW corrections (dashed).
We show the following final states: e+ (green), p̄ (blue), γ (red), ν = (νe + νµ + ντ )/3 (black).

• In the middle row of figure 3 we consider DM annihilations into charged leptons: e−Le+
L

(left) and µ−Lµ+
L (right). The spectra are significantly affected by EW corrections,

because leptons split into W,Z bosons, finally producing quarks, and consequently
a copious tail of e+, γ, p̄ at lower energy. The main new qualitative feature is the
appearance of p̄ from leptons, and in figure 4 (lower row) we show that DM annihilations
into µ+

Lµ−L with M = 2 TeV (a scenario motivated by the PAMELA e+ and FERMI
e+ + e− anomalies) also gives a possibly detectable excess of p̄. We here assumed the
favored MED model of propagation of charged particles in the Milky Way [27]; p̄ can be
suppressed down to a negligible by considering the MIN model and/or DM annihilations
into µ+

Rµ−R. Indeed EW effects are more significant for left-handed leptons which have
SU(2)L interactions than for right-handed leptons which only have U(1)Y interactions.
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Lµ−L with M = 2 TeV (a scenario motivated by the PAMELA e+ and FERMI
e+ + e− anomalies) also gives a possibly detectable excess of p̄. We here assumed the
favored MED model of propagation of charged particles in the Milky Way [27]; p̄ can be
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Figure 4. DM signals in the e+
(left) and p̄ (right) fraction, with (dashed) and without (dot-dashed)

electroweak corrections for two DM models that can fit the PAMELA e+
excess: Minimal Dark Matter

(upper) or a muonic channel (lower). The gray area is the predicted astrophysical background and

the red area is the prediction adding the full DM contribution.

• The bottom left panel of figure 3 shows that, in view of EW interactions, DM annihi-

lations into neutrinos also induce a significant spectrum of γ and some e+
, p̄.

• The bottom right panel of figure 3 shows how EW corrections affect DM annihilations

into γγ: an hypothetical γ line at high energy Eγ = M ∼ few TeV must be accompanied

by a comparable flux of γ with lower energy Eγ ∼ (10−100) GeV, where we have more

data.
5

However, most (if not all) DM models predict DM branching ratios into channels

other than γγ, and these channels would give the dominant contribution to the low-

energy γ spectrum.

• Finally, in the case of DM annihilations and decays into quarks, radiative effects are

dominated by QCD corrections, just because the strong coupling is bigger. Therefore

EW corrections give negligible contributions, so that we do not show our results.

The same results hold for DM decays. EW corrections are irrelevant in models where DM

decays or annihilates into hypothetical ‘dark’ particles, lighter than the weak scale, that

finally decay back to SM particles.

5This effect, already partly present in QED, seems to be not implemented into MonteCarlo codes.

– 14 –

JCAP03(2011)019

Figure 4. DM signals in the e+
(left) and p̄ (right) fraction, with (dashed) and without (dot-dashed)

electroweak corrections for two DM models that can fit the PAMELA e+
excess: Minimal Dark Matter

(upper) or a muonic channel (lower). The gray area is the predicted astrophysical background and

the red area is the prediction adding the full DM contribution.

• The bottom left panel of figure 3 shows that, in view of EW interactions, DM annihi-

lations into neutrinos also induce a significant spectrum of γ and some e+
, p̄.

• The bottom right panel of figure 3 shows how EW corrections affect DM annihilations

into γγ: an hypothetical γ line at high energy Eγ = M ∼ few TeV must be accompanied

by a comparable flux of γ with lower energy Eγ ∼ (10−100) GeV, where we have more

data.
5

However, most (if not all) DM models predict DM branching ratios into channels

other than γγ, and these channels would give the dominant contribution to the low-

energy γ spectrum.

• Finally, in the case of DM annihilations and decays into quarks, radiative effects are

dominated by QCD corrections, just because the strong coupling is bigger. Therefore

EW corrections give negligible contributions, so that we do not show our results.

The same results hold for DM decays. EW corrections are irrelevant in models where DM

decays or annihilates into hypothetical ‘dark’ particles, lighter than the weak scale, that

finally decay back to SM particles.

5This effect, already partly present in QED, seems to be not implemented into MonteCarlo codes.

– 14 –

Ciafaloni et al., JCAP 03 (2011) 019!

χχ −→ W+
T W−

T with M = 10 TeV χχ −→ µ+
Lµ

−
L with M = 2 TeV 



Autumn 2008 

Adriani et al. Nature 458, 607-609 (2009) Tylka, PRL 63 (1989) 840 

? 





Galactic Propagation of     . 
Transport equation 

0$0&-5!/#1101!

•  D$90&10!E#,6%#$!F".G0&'$-!#$!E8HB!D3B!IJK#6%L!

•  F5$"<&#%&#$!3.2'.*#$!#$!!
-./."*"!,.-$0*"!=0/21!



Falling Positron Fraction 

1
0
0
 M

e
V

1
0
 G

e
V

1
 T

e
V

1
0
0
 G

e
V

1
 G

e
V

.90&.-0!6.%<!/0$-%<!

0$0&-5!/#11!*,0!

Delahaye et al., A&A 501 (2009) 821




Figure 5: Positron fraction as a function of positron energy. The yellow banana shape region
encompasses the astrophysical background of secondary positrons yielded by the 1,600 different
configurations of CR propagation parameters, shown in [10] to be compatible with the B/C
data. This band is bounded by the MAX (short dashed) and MIN (solid) curves, while the
central long-dashed curve stands for the MED model (see table 1). The nuclear cross sections
have been parameterized according to [45] whereas the recent PAMELA measurements of the
CR proton and helium spectra [54] have been fitted by [55]. In the same figure, the positron
fraction obtained with the positron flux calculated by [41] and fitted by [42] is also indicated by
the solid black line labeled MS98. The electron and positron flux enters in the denominator
of the positron fraction. Measurements from AMS-01 [56] and Fermi-LAT [49] have been
parameterized according to [57]. A solar modulation with a Fisk potential of 600 MV has
been applied to the positron flux. This corresponds to the level of solar activity during the
data taking of AMS-01. This figure has been borrowed from [53].

4.3. The PAMELA excess as a signature for Galactic WIMPs

The announcement of a positron excess by the PAMELA collaboration has
triggered a lot of excitement. This excess was actually considered as the first
hint of the presence of DM species in the Milky Way halo. Should WIMPs exist,
their annihilations would be a source of primary positrons. The production rate

22

Background uncertainties 

•  enveloppe from  
!(1000) models that 
reproduce B/C 

•  uncertainties due to 
–  propagation model 
–  primary %uxes 
–  nuclear cross-sections 

•  however, still decreasing 
with energy where it 
should be increasing 

based on Delahaye et al., A&A 501 (2009) 821




Not subtracting backgrounds 

•  derive bound by requiring that DM signal alone is not exceeding observed γ-rays 
•  no backgrounds considered — very conservative! 

Cirelli, Panci & Serpico, Nucl. Phys. B 840 (2010) 284


292 M. Cirelli et al. / Nuclear Physics B 840 (2010) 284–303

Fig. 1. Gamma ray fluxes for a few sample DM candidates, compared to the Fermi datapoints in the different observation
regions that we consider. See text for details.

reasserts that a significant astrophysical signal is needed to account for the data, confirming the
conservative approach of our analysis.

The first two panels of Fig. 1 show the predicted signal in the ‘3◦ × 3◦’ and ‘5◦ × 30◦’ regions
from a DM candidate of mass 1.5 TeV, annihilating with 100% B.R. into µ+µ− with a cross sec-
tion of 3×10−23 cm3/s, assuming an NFW or Einasto (i.e. those suggested by numerical N-body
simulations) respectively. It is evident that the predicted signal overshoots the data points, very
evidently in the first case but also significantly in the second case. These kind of DM candidates
are therefore clearly excluded by observations.

The third panel of Fig. 1 shows the predicted signal in the ‘Galactic Poles’ region for the same
DM candidate, assuming an Isothermal profile. In this case the signal lies well below the Fermi
data points. This kind of scenario cannot be excluded or explored yet in this observational region.

The second row of panels in Fig. 1 shows the current situation for the Isothermal cored profile
choosing a 3 TeV DM annihilating into τ+τ− with a cross section of 2 × 10−22 cm3/s. The
Fermi data points in each region are in clear tension with the predicted DM signal. Note that
for the purposes of the following plots we shall not depict these models as “firmly excluded”,
although this would clearly be the conclusion of a proper likelihood analysis combining the
different channels (not to speak of further constraints from non-γ channels).

As an aside, the plots in Fig. 1 also allow to appreciate the different spectral features of the
predicted DM signals originating from the different ISRF in the different regions. For the inner
regions (‘3◦ ×3◦’ and ‘5◦ ×30◦’) the ICS signal is predicted to be dominated by the contribution
on StarLight. For the intermediate region (‘10◦–20◦ strips’) the lower energy contribution on
CMB is more important. At the ‘Galactic Poles’ the CMB contribution only is considered: the
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Subtracting backgrounds 
•  model backgrounds with GALPROP and perform joined likelyhood analysis 
•  problem: $t always favours presence of DM component 
•  limit de$ned as 3σ above $tted DM component 
•  choose model parameters that give the weakest limit 

Zaharijas, et al., IDM 2010 
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Anti-deuterons 
•  never observed in CRs 
•  background expected to be small 
•  coalescence: need     and     to be aligned in momentum space and their 

relative momentum close to the deuteron binding energy 
p n
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Low energy antideuterons: shedding light on dark matter
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Figure 1. A conceptual outline of how to compute the antideuteron flux induced
by a dark matter particle (χ) pair annihilation. First, the dark matter particle
physics model provides the pair annihilation cross section into standard model
particles (e.g. a quark–antiquark pair, gauge and/or Higgs bosons etc). Then, a
Monte Carlo hadronization simulation translates the elementary particle output
into the flux of antiprotons and antineutrons. Finally, a nuclear physics model (in
the present case the coalescence model) provides the final yield of antideuterons.

can deplete the low energy antideuteron flux, hence this interplanetary GAPS set-up might
represent the ultimate probe for DM searches via detection of low energy Ds [15].

3. Searching for WIMP-annihilation-induced antideuterons

3.1. Primary (WIMP-induced) antideuterons: calculational details

The computation of the differential flux of Ds per kinetic energy per nucleon interval
induced by WIMP pair annihilations involves a number of steps, which we briefly review
below, referring the reader to [15, 26] for more details. To frame the discussion, we give a
conceptual sketch of the ingredients involved in the assessment of the dark matter-induced
antideuteron flux in figure 1. We also outline below a reference set-up, that will be used
in section 3.5 to evaluate the various sources of uncertainty which plague the computation
outlined below.

The computation of the source spectrum for the primary antideuteron flux originating
from WIMP pair annihilation is based on three hypothesis:

(1) the probability of producing a pair of antinucleons is given by the product of the
probability of producing a single antinucleon (factorization);

(2) the antineutron production cross section is equal to the antiproton production cross
section (isospin invariance) and

(3) the formation of an antideuteron can be described by the coalescence model.

We refer the reader to [25]–[27], [43] for a through discussion of the validity of these
assumptions. In particular, we stress that the factorization assumption is conservative,
in that the probability of pair producing antinucleons in the same jet is presumably not
factorized, since their momenta will not be isotropically distributed. The main idea of
hypothesis (3) is that whenever the difference of the momenta of an antiproton and an
antineutron produced in a jet resulting from a WIMP pair annihilation is less than a
phenomenologically given value 2p0, where p0 indicates the coalescence momentum, then

Journal of Cosmology and Astroparticle Physics 12 (2005) 008 (stacks.iop.org/JCAP/2005/i=12/a=008) 6
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Astro vs DM 

spallation of p or He 
•  CoM boosted w/r to galactic frame 
•  expected to peak at few GeV/n 

•  tertiary     from inelastic reactions 
or production by spallation of 
could a"ect the spectrum    

DM annihilation 
•  DM at rest      and     distributed 

isotropically 
•  peaks at lower energy 

•  correlation of      and     in jets from 
DM annihilation can increase 
signal 

p 

n

D

p 

np 

Donato, Fornengo, Salati, PRD 62 (2000) 043003 



Conventional method of magnetic mass spectrometer is not optimal for GAPS. 
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FIG. 9: Ratio of the primary to total (signal+background)
TOA antideuteron flux. Solid (black) curve refers to a WIMP
mass of mχ=50 GeV and for the MED propagation parame-
ters. Dotted (black) lines show the MAX (upper) and MIN
(lower) cases. Dashed lines refer to the MED propagation
parameters and different masses, which are (from top to bot-
tom): mχ=10, 100, 500 GeV (red, blue, magenta respec-
tively).

tiny level of the expected flux (about four orders of mag-
nitude less abundant than antiprotons), which neverthe-
less is foreseen to become experimentally accessible in the
near future [3, 4, 74, 75].

Figure 8 displays the TOA d flux for the median propa-
gation parameters and at solar minimum. Together with
the secondary flux, we plot the primary one for three dif-
ferent WIMP masses: 50, 100, 500 GeV and for the same
reference value of the annihilation cross section. As dis-
cussed above, lighter WIMPs would provide a striking
signal, and sensitivity is present for masses up to few
hundreds of GeVs.

The discrimination power between primary and sec-
ondary d flux may also be deduced from Fig. 9. The
ratio of the primary to total TOA d flux is plotted as a
function of the kinetic energy per nucleon, for the three
representative propagation models and different WIMP
masses (the annihilation cross section is again fixed at
the reference value). This ratio keeps higher than 0.7 for
Td̄ < 1 GeV/n except for mχ =500 GeV. For propaga-
tion models with L >∼ 4 kpc – which is a very reasonable
expectation – this ratio is at least 0.9 for masses below
100 GeV. Increasing the WIMP mass, we must descend
to lower energies in order to maximize the primary–to–
secondary ratio. However, for a mχ =500 GeV WIMP
we still have a 50-60% of DM contribution in the 0.1-0.5

FIG. 10: TOA primary (red solid lines) and secondary (black
dashed line) antideuteron fluxes, modulated at solar mini-
mum. The signal is derived for a mχ=50 GeV WIMP and
for the three propagation models of Table I. The secondary
flux is shown for the median propagation model. The upper
dashed horizontal line shows the current BESS upper limit
on the search for cosmic antideuterons. The three horizon-
tal solid (blue) lines are the estimated sensitivities for (from
top to bottom): AMS–02 [74], GAPS on a long (LDB) and
ultra–long (ULDB) duration balloon flights [3, 4, 75].

GeV/n range. Of course, the evaluation of the theoreti-
cal uncertainties presented in this Paper must be kept in
mind while confronting to real data. Fig. 9 clearly states
that the antideuteron indirect DM detection technique is
probably the most powerful one for low and intermediate
WIMP–mass haloes.

We finally discuss in Fig. 10 a possible experimental
short term scenario. The secondary d flux for the me-
dian configuration of Table I is plotted alongside the pri-
mary flux from mχ =50 GeV, calculated for the max-
imal, median and minimal propagation scenarios. The
present BESS upper limit on the (negative) antideuteron
search [6] is at a level of 2·10−4 (m2 s sr GeV/n)−1. We
also plot the estimated sensitivities of the gaseous an-
tiparticle spectrometer GAPS on a long duration balloon
flight (LDB) and an ultra–long duration balloon mission
(ULDB) [3, 4, 75], and of AMS–02 for three years of
data taking [74]. The perspectives to explore a part of
the region where DM annihilation are mostly expected
(i.e. the low–energy tail) are very promising. If one of
these experiments will measure at least 1 antideuteron,
it will be a clear signal of an exotic contribution to the
cosmic antideuterons. Note that for AMS, a sensitivity
at the level of the one at low energy should be obtained

Donato, Fornengo, Maurin, PRD 78 (2008) 043506 



Conclusion 

•  indirect searches (in particular in    ) can give 
additional constraints on some models 

•  indirect searches in antiparticles su"er from 
uncertainties in GCR di"usion models 

•  need data from upcoming experiments to 
improve our understanding of these models 
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